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Many photonic and electronic molecular properties, as well as chemical and biochemical
reactivities are controlled by fast intramolecular vibrational energy redistribution
(IVR). This fundamental ultrafast process limits coherence time in applications from
photochemistry to single quantum level control. While time-resolved multidimensional
IR-spectroscopy can resolve the underlying vibrational interaction dynamics, as a
nonlinear optical technique it has been challenging to extend its sensitivity to
probe small molecular ensembles, achieve nanoscale spatial resolution, and control
intramolecular dynamics. Here, we demonstrate a concept how mode-selective coupling
of vibrational resonances to IR nanoantennas can reveal intramolecular vibrational
energy transfer. In time-resolved infrared vibrational nanospectroscopy, we measure
the Purcell-enhanced decrease of vibrational lifetimes of molecular vibrations while
tuning the IR nanoantenna across coupled vibrations. At the example of a Re-carbonyl
complex monolayer, we derive an IVR rate of (25 ± 8) cm−1 corresponding to
(450 ± 150) fs, as is typical for the fast initial equilibration between symmetric and
antisymmetric carbonyl vibrations. We model the enhancement of the cross-vibrational
relaxation based on intrinsic intramolecular coupling and extrinsic antenna-enhanced
vibrational energy relaxation. The model further suggests an anti-Purcell effect based
on antenna and laser–field–driven vibrational mode interference which can counteract
IVR-induced relaxation. Nanooptical spectroscopy of antenna-coupled vibrational
dynamics thus provides for an approach to probe intramolecular vibrational dynamics
with a perspective for vibrational coherent control of small molecular ensembles.

nanospectroscopy | intramolecular vibrational redistribution | light–matter interaction

Many functional molecular properties are controlled by fast intramolecular relaxation
intrinsic to the coupled many-body environment in polyatomic molecules. In particular,
intramolecular vibrational energy redistribution (IVR) describes the vibrational energy
relaxation into the vibrational manifold within a molecule representing its own heat
bath (1–8). This process is vital for all chemical processes from unimolecular (9–
12) to enzymatic reactions (6). Due to the anharmonic coupling between the large
number of vibrational modes even in small molecules, IVR typically occurs on few
picosecond timescales. This limits the lifetime and coherence of an excited vibrational
state, which would otherwise have lifetimes of milliseconds when considering only
radiative decay. There has long been a desire to better understand and manipulate
IVR for coherent control to steer photochemical reactions, to use molecular vibrations
in quantum information applications from molecular opto-mechanics, entanglement,
and qubits (13, 14) or to realize molecular heat engines harnessing concepts in quantum
thermodynamics (6, 15).

Selective mode excitation and spectrally resolving the subsequent energy flow
are achieved using IR-pump IR-probe, stimulated Raman, or multidimensional IR
spectroscopy. In particular, 2D IR spectroscopy can visualize the transient and coupled
vibrational dynamics in molecules (16–23). However, as a third-order nonlinear
technique, with generally weak IR vibrational transition moments and unfavorable long
wavelength scaling in the IR reducing spatial resolution (24), the associated weak signal
limits the approach to large molecular ensembles. Further, mode-selective understanding
of IVR within the molecular vibrational manifold has remained a long-standing challenge,
and its control via resonant antenna or cavity coupling has emerged as a new frontier
(7, 13, 25, 26).

To overcome these limitations, surface-enhanced infrared absorption (SEIRA) and
resonant IR antenna–enhanced 2D sum-frequency generation and four-wave mixing
have significantly increased analytical sensitivity (27–32). Further, in IR-vibrational
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scattering scanning near-field optical microscopy (s-SNOM),
IR antenna–coupled Purcell-enhanced vibrational relaxation
(25, 33, 34) and intermolecular vibrational coupling (35, 36)
could be resolved with nanoscale spatial resolution and sensitivity.

Here, we demonstrate how to resolve and control intramolecu-
lar vibrational energy redistribution by combining mode-selective
vibrational coupling to IR antennas with frequency-selective local
probe femtosecond nano-IR spectroscopy. At the example of
tunable IR antennas functionalized with a Re–carbonyl complex,
with selective excitation of its symmetric and antisymmetric
carbonyl vibrations, we resolve intramolecular coupling and its
dynamics through the Purcell-enhanced modification of vibra-
tional lifetimes. From a coupled oscillator analysis, modeling
the competition between intrinsic intramolecular vibrational
coupling and extrinsic antenna-enhanced vibrational relaxation,
we derive an IVR rate of (25 ± 8) cm−1 corresponding to
(450 ± 150) fs. This value is typical for the fast initial energy
equilibration between the carbonyl vibrations and is the first step
in the cascaded IVR process leading to eventual dephasing and
energy dissipation into the many vibrational degrees of freedom
of the molecule on the picosecond timescale. In addition, the
results suggest that through a combination of frequency-selective
antenna and IR excitation, vibrational interference pathways can
be controlled to counteract IVR and extend vibrational coherence
(anti-Purcell effect). With independent antenna resonance and
IR laser frequency degrees of freedom, this approach can be
viewed as a linear analogue to 2D IR spectroscopy. With
nanoscale spatial resolution and sensitivity down to few hundred
molecules, it overcomes both the far-field spatial resolution and
sensitivity challenge to measure IVR. In contrast to conventional
far-field cavities, including microcavities, which can couple
homogeneously to macroscopic ensembles, IR s-SNOM serves
as the enabling tool for local-probe spectroscopy of IR antennas
as nanocavity resonators with their spatially inhomogeneous
antenna–molecule coupling. Our work thus provides a direction
for resolving IVR in small molecular ensembles on the nanoscale
with a perspective toward single-molecule sensitivity.

Experiment

Conceptually, we measure the free induction decay (FID) of
the coupled molecular vibration and nanoantenna mode in IR
nanospectroscopy. The vibrational FID component is controlled
by the combination of population relaxation (through IVR),
pure dephasing, and dephasing due to the inhomogeneously
broadened ensemble. As demonstrated previously (33), the
population relaxation of a particular vibrational mode νi is
accelerated through direct Purcell enhancement via modification
of the local electromagnetic density of states when the antenna
is tuned on resonance with the vibration. In addition, as we
show in this work, indirect Purcell enhancement occurs when
the antenna is tuned to a different, yet intramolecularly coupled
vibration νj. If these two modes νi and νj are not coupled, no such
cross-vibrational modification of the vibrational FID rate would
be observed. We then derive vibrational coupling and IVR rates
from the antenna-frequency dependent enhancement of the FID
decay time of one vibrational mode νi while selectively coupling
the antenna resonance (nanocavity) to another mode νj. We
develop a coupled oscillator model to fit the FID time based on
the spectral evolution of the underlying vibrational population
lifetime at the interplay between intrinsic intramolecular cou-
pling (IVR) and extrinsic frequency-tunable antenna-vibration
coupling. For our proof-of-concept experiments demonstrating

this nanocavity approach to determine IVR, we choose carbonyl
vibrations of the Re–carbonyl complex fac-Re(bpy)(CO)3Cl
(bpy = bipyridyl), also known as the Lehn catalyst for photocat-
alytic CO and CO2 reduction (37–39). The coupled dynamics
of the three carbonyl modes of this Re–CO complex have been
resolved via multidimensional spectroscopy (40–44) on SiO2
(43) and gold (42). The carbonyl modes exhibit two components
contributing to their overall IVR process: An ultrafast energy
exchange between the carbonyl modes within hundreds of
femtoseconds is followed by their much slower dissipation
into the molecular bath on picosecond time scales. Specifically,
time-resolved vibrational SFG resolved both the fast (∼260 fs)
relaxation between the carbonyl modes and their slow (∼14.8 ps)
relaxation into the vibrational manifold of the molecular complex
(44). For our experiments, we use gold infrared nanoantennas of
variable length tuned to resonance with either the symmetric or
antisymmetric carbonyl vibrational stretch modes of the Re–CO
complex, which is covalently anchored as a monolayer to the gold
metal surface. IR-resonant gold nanoantennas are fabricated as
described previously (45) on a CaF2 substrate coated by 100-
nm thick Au layer followed by 90 nm MgF2. The resulting
ground plane coupling minimizes dissipation resulting in long-
lived antennas with narrow linewidth (∼80 cm−1 FWHM)
corresponding to TFID,ant ∼120 fs lifetimes and Q-factors
of ∼29 (far-field IR spectra SI Appendix). The spatial and
spectral field characteristics of the bare and tip-coupled antennas
are modeled by finite-difference time-domain (FDTD) simula-
tion. In contrast to conventional far-field cavities, IR antenna
nanocavities exhibit spatially inhomogeneous antenna–molecule
coupling as determined by antenna dipole mode field distribution
and associated near-field electromagnetic local density of states
(em-LDOS). This necessitates local probe spectroscopy with
nanoscale spatial resolution and associated sensitivity to nanoscale
molecular ensembles preferentially probing at the terminal of the
antennas where the field enhancement is high.

Infrared scattering-scanning near-field optical microscopy (IR
s-SNOM) (Fig. 1A) with interferometric heterodyne detection of
the tip scattered near-field is performed as established previously
(33). The resulting near-field FID interferograms represent the
antenna-coupled vibrational dynamics and are then evaluated in
the time domain (46, 47). The corresponding complex-valued
Fourier-transformed infrared (nano-FTIR) spectra with near-
field amplitude ANF(ν) and phase 8NF(ν) represent the full
vibrational response function (47–50).

The molecular monolayer of the rhenium carbonyl complex is
prepared by covalent linkage to the nanowire antennas (Fig. 1A)
(42) (SI Appendix, for details). The complex has two equatorial
and one axial CO ligands (Fig. 1B). We perform grazing
incidence FTIR measurements (Fig. 1C ) as well as nano-FTIR
(SI Appendix) of the monolayer on a flat gold surface as reference.
From Lorentzian fits, we determine the fully symmetric in-
phase stretch mode A′(1) at ν̄A′(1) = ν̄S = 2,028 cm−1 with
FWHMA′(1) = (16± 3) cm−1 corresponding to a timescale of
TFID,A′(1) ' 665 fs. The decay time obtained directly from the
nano-FTIR isTFID,A′(1) ' (750±100) fs, which corresponds to
a linewidth of FWHMA′(1) = (14±3) cm−1. In the monolayer,
the symmetric out-of-phase stretch mode A′(2) at ν̄A′(2) = 1,899
cm−1 and the asymmetric stretch of the equatorial ligands A′′ at
ν̄A′′ = 2,028 cm−1 are spectrally inseparable with A′(2) expected
to be the lowest energy mode (41). The spectral widths of both
modes are comparable (42), and fitting the spectrum in Fig. 1C
results in a FWHM of 32 cm−1 each.
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Fig. 1. Purcell-enhanced IR antenna–coupled vibrational spectroscopy. (A) Experimental design of femtosecond IR nanospectroscopy of monolayer Re–carbonyl
complex covalently linked to IR gold nanoantenna resonators. (B) Symmetric A′(1), and antisymmetric stretch vibrations A′(2) and A′′, of the Re complex (41).
(C) Grazing incidence far-field FTIR absorption spectrum with corresponding mode assignment. (D) Near-field amplitude ANF spectra (fitted) of selected infrared
nanowire antennas of variable length, with an example laser spectrum.

For the purpose of this study, we thus treat these two lower
energy modes as one effective asymmetric mode A′(E) centered
at ν̄A′(E) = ν̄A = 1,919 cm−1. From nano-FID measurement
(SI Appendix), we obtain TFID,A′(E) = (315 ± 75) fs, which
corresponds to a linewidth of FWHMA′(E) = (30± 5) cm−1.

The input IR light with a FWHM bandwidth of 100 cm−1

and nanoantennas of variable length both tune across the full
range of these vibrations (Fig. 1D).

Results

Experiment. We first characterize the antenna near-field distri-
bution by s-SNOM imaging. As an example, Fig. 2A shows AFM
topography (Top) and two-phase homodyne imaging (Middle) at
a time delay of t = 100 fs for an antenna of length l = 1,400
nm (corresponding to ν̄ant = 2,022 cm−1). The characteristic
signal inversion reflects the out-of-phase Ez-field for a dipole

antenna (51). Corresponding FDTD simulation of the absolute
field amplitude (Bottom) including realistic tip parameters shows
only minimal perturbation of the antenna field by the tip due to
the resonant antenna response compared to the off-resonant and
more weakly polarizable tip response.

We then perform free-induction decay s-SNOM interferome-
try (Methods) of the antenna-coupled molecular response. Fig. 2B
(black) shows an interferogram at the example of the laser tuned
to the antenna resonance of ν̄ant = 2,023 cm−1 and the antenna
resonant with the A′(1) mode at ν̄A′(1) = 2,028 cm−1. Time zero
is determined by reference measurement on a planar gold surface
as the center of the interferogram for the broadband nonresonant
instantaneous response. Due to the resonant nature and finite
lifetime of molecular and antenna response, the peak for the
resonant interaction is then temporally delayed. The destructive
interference and associated beat node near 500 fs is the result of a
phase difference between the antenna and vibration(s). With the
antenna lifetime shorter than the molecular vibrations, the signal

0

-20

E
z (G

V
/m

)

20

A B C

Fig. 2. IR nanoimaging and vibrational free-induction decay of coupled molecular vibrations. (A) AFM topography of nanoantenna (Top, l = 1,400 nm), imaginary
part of two-phase heterodyne nano-IR imaging (Middle), and FDTD calculated E-field amplitude of the antenna–monolayer–tip system (Bottom). (B) Corresponding
interferogram measured at the right antenna terminal (Top, black) with model fit (magenta), and decomposed (Bottom) into the driving laser field (gray), the
antenna response (blue), and vibrational response (red) of A′(1) mode in this case, and with characteristic distinct lifetime and different relative phases.
(C) Corresponding Fourier-transform of time-domain signals in (B). The spectral minimum near the vibrational resonance position is the result of antenna and
vibrational interference (Fano resonance).
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at long time delays is the isolated vibrational response free from
interference artifacts.

In order to extract the individual response functions, we fit
the observed interferogram in time-domain as shown in Fig. 2B
(Methods). The fit (Fig. 2B, magenta), which well describes
the experimental data (black), is then decomposed into the
individual transients of antenna near-field INF (blue), molecular
vibration (red), and driving laser field (gray). The corresponding
Fourier transforms are shown in Fig. 2C . The spectrally narrow
feature corresponds to the long-lived molecular vibration, which
manifests itself as a spectral dip due to the destructive interference
between antenna and molecular vibration as established, Fano
interference (33, 52).

We note that despite the principal equivalence of time and
frequency domain related by Fourier transform, fitting in the
time domain is preferable. This is due to the interference of
spectrally closely spaced resonators giving rise to nominally
similar superposition spectra, making unambiguous fitting in
the frequency domain difficult. In contrast, the decay times of
the different contributions to the FID tail are well separated in
the time domain.

Systematic IR s-SNOM measurements are then performed
for a series of antennas with different lengths tuning across both
vibrational modes. Fig. 3 shows interferograms for (l = 1,400 nm,
Fig. 3A), l = 1,440 nm (Fig. 3B), and l = 1,520 nm (Fig. 3C ).
Table 1 summarizes the fit results, with uncertainties determined
from repeated measurements with slight length variations of the
antennas (SI Appendix for details).

For the l = 1,400-nm antenna with ν̄ant = 2,022 ± 1
cm−1 fully on resonance with A′(1), the antenna-coupled FID
of TFID,A′(1) = 300 ± 60 fs is significantly shorter than the
intrinsic decay time of∼750 fs of the uncoupled molecules due to
the resonant antenna–molecule coupling and associated Purcell
enhancement (33). Tuning the antenna to lower frequencies, i.e.,
away from the A′(1) resonance (Fig. 3B, ν̄ant = 1,978 cm−1), the
shape of the interferogram progressively changes. The beating
disappears and a signal contribution with fast decay time of
∼250 fs from the A′(E) vibration emerges, driven by the onset
of an antenna-enhanced excitation via the low-frequency tail of
the laser spectrum. Correspondingly, the FID time of the A′(1)
vibration rises again due to the progressively weaker coupling
between A′(1) and the antenna with the reduced spectral overlap.

A

B

C

D

E

F

Fig. 3. Antenna-coupled vibrational free-induction decay and IVR. Interferometric nano-IR time traces at a fixed laser excitation frequency of �̄Laser = 2,020
cm−1, for antennas of variable lengths, with (A) 1,400 nm (�̄ant = 2,022 cm−1), (B) 1,440 nm antenna (�̄ant = 1,978 cm−1), and (C) 1,520 nm antenna (�̄ant =
1,937 cm−1). (D) Extracted TFID decay times of the A′(1) vibrational mode when tuning the antenna frequency. (E) Amplitude of the A′(1) vibrational signal
normalized on the antenna signal. (F ) Phase difference between the antenna and the A′(1) signal.
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Table 1. Nominal antenna length and fit parameters for the interferograms shown in Fig. 3 A–C and Fig. 2B for
the antenna frequency �̄ant, the antenna dephasing time TFID,ant, antenna dephasing rate �ant, the vibrational
dephasing time TFID,A′(1), the vibrational dephasing rate S, the amplitude ratio between the vibrational and the
antenna signal AA′(1)/Aant, and the phase difference between vibration and antenna �A′(1) − �ant

Length (nm) �̄ant (cm−1) TFID,ant (fs) �ant (cm−1) TFID,A′(1) (fs) S (cm−1) AA′(1)/Aant �A′(1) − �ant (rad)

1,400 2,022±1 134±5 79±3 300±60 35±5 0.34±0.11 2.64±0.68
1,440 1,978±1 152±5 70±3 680±130 16±4 0.046±0.014 0.74±0.55
1,520 1,937±5 120±5 88±3 500±100 21±4 0.019±0.008 0.54±0.61

The vibrational frequency is fixed to �̄A′(1) = 2,028 cm−1 . The parameters for the laser field are identical for this dataset with a laser frequency of �̄Laser = 2,013 cm−1 and a FWHM pulse
duration of t = 167 fs, which we assume to possess no significant chirp. Individual values are the average of fit parameters from 5 consecutive scans. The variance is calculated from at
least 4 independent measurements.

Shifting the antenna frequency toward resonance with A′(E)
to ν̄ant = 1,937 cm−1 (Fig. 3C ), now with antenna resonant
with A′(E) and the laser with A′(1), both vibrational modes
contribute, which gives rise to a complex interference behavior.
Significantly, the FID time of the A′(1) vibration is again
reduced to TFID,A′(1) = 500 ± 100 fs. This recurring decrease
of TFID,A′(1) indicates the acceleration of the vibrational decay
through the antenna-mediated relaxation acceleration of A′(E).
This behavior is the signature of the intramolecular vibrational
coupling between A′(E) and A′(1) and associated IVR process
between these.

The results for the systematic variation of antenna frequencies
and derived parameters for the A′(1) vibration are summarized in
Fig. 3 D–F for the fixed laser excitation centered at 2,013 cm−1.
The cross-vibrational decrease in vibrational FID time is accom-
panied by a global A′(1) and local A′(E) signal maximum (Fig.
3E). Further, aπ phase shift is observed when tuning the antenna
across the vibrational resonance as expected (Fig. 3F ).

Theory and Modeling

The FID is controlled by population relaxation T 1, pure
dephasing T 2

∗, and inhomogeneous broadening. The inhomo-
geneous broadening, typically given by a statistical Gaussian
distribution, can be approximated as Lorentzian disorder as
shown previously (53). The FID decay time can then be written
as 1/TFID = 1/2T 0

1 + 1/T ∗2 + 1/Tinhom, giving rise to a single
exponential response of the vibrational signal in time domain as
INF(t) ∝ exp(−t/TFID). We can assume T 2

∗ and T inhom, in
the absence of a fast-fluctuating solvent environment, to arise
largely from intermolecular interactions. From previous work
(42, 43), T 2

∗ can be estimated to range from ∼4 to ∼8 ps
(SI Appendix). T 2

∗ thus contributes only weakly to the total
decay time and does not have a measurable effect on the fast FID
decay. Further, it is largely unaffected by the antenna coupling
and is spatially homogeneous within the monolayer across and
between antennas. T 2

∗ is thus assumed to be constant for the
purpose of our study, with little variations between antennas
in monolayer density and structure as seen from IR s-SNOM
imaging.

As expected, inhomogeneous broadening T inhom ranging
from 500 fs to 750 fs (42, 43) dominates the vibrational
FID decay. We see little variations between antennas in IR
s-SNOM imaging, suggesting a homogeneous monolayer den-
sity. T inhom is dominated by local structural heterogeneities
leading to the underlying statistical distribution in vibrational
frequencies.T inhom andT 2

∗ are therefore not expected to change
when length-tuning the antenna frequency.

Therefore, we assume only T 1 of the vibrational modes is
modified when tuning the resonance of the antenna across that
same vibrational mode or a coupled vibrational mode from which
we derive IVR. For the interpretation and the derivation of
the IVR rate from the antenna-enhanced 1/TFID of coupled
molecular vibrations, it is important to note that the antenna
spectrum is broad compared to the vibrational linewidth and
therefore all molecular subensembles within the linewidth are
equally affected by the antenna.

In order to quantify the intramolecular coupling rate from
the measured antenna-enhanced cross-vibrational modification
ofTFID,A′(1), we apply a coupled oscillator model for the antenna
and the symmetric A′(1) and asymmetric A′(E) vibrations, with
their respective vibration–antenna coupling gS and gA, a bilinear
intramolecular vibration–vibration interaction rate ζSA (IVR),
and antenna and vibrational relaxation rates κant, γS, and γA,
respectively. We assume that the laser field primarily drives the
antenna mode which in turn excites the molecular vibrations
(25, 34). We then fit the antenna frequency dependence of
TFID,A′(1) with the IVR rate ζSA as the only free parameter. All
other parameters are constrained, including molecular-antenna
coupling determined from the Purcell enhancement of the
vibrational resonance and antenna and vibrational frequencies,
and decay rates predetermined from the reference measurements
of a bare antenna and molecular monolayer on the planar gold
surface.

The coupled rate equations follow from Ẏ(t) = −MY(t) +
F(t), with the mean-field vector Y = [〈B̂S〉, 〈â〉, 〈B̂A〉]T, describ-
ing the joint evolution of the symmetric mode A′(1) given by
〈B̂S〉, the antenna field 〈â〉, and the asymmetric mode A′(E) given
by 〈B̂A〉. M is given by

M =

(
γS/2 + iωS igS iζSA

igS κant/2 + iωant igA
iζSA igA γA/2 + iωA

)
, [1]

with A′(1) frequency ωS = 2πcν̄A′(1) with ν̄A′(1) = 2,028
cm−1, and gS the coupling rate constant with the antenna. The
corresponding parameters for A′(E) are ωA = 2πcν̄A′(E) with
ν̄A′(E) = 1,919 cm−1, and gA. The uncoupled antenna frequency
and its decay rate are ωant = 2πcν̄ant and κant, respectively (34).

From the dynamical matrix M, we then derive analytical ex-
pressions for leading contributions to TFID,A′(1) and TFID,A′(E).
For both vibrational modes, the total decay time can be
approximated as

1/TFID ≈ 1/T 0
FID + 1/2T1,P + 1/2T1,IVR−P + 1/2T1,anti−P,

[2]
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where each term has specific dependence on the model parame-
ters. In the following, we describe the individual contributions to
the vibrational decay time TFID,A′(1). For equivalent expressions
for the A′(E) mode see SI Appendix.

The first term in Eq. 2 corresponds to vibrational relaxation
in the absence of antenna coupling, which for the A′(1) mode
is given by 1/T 0

FID = γS/2 + 2ζ 2
SA1γ/[(1γ )2 + 412

SA], with
1γ ≡ γS − γA, and 1SA = ωA − ωS.

The second term describes the antenna-induced Purcell
enhancement of the vibrational relaxation. For A′(1), this reads
1/2T1,P = 2g2

S10/[(10)2 + 412
antS], with 10 ≡ κant − γS,

and detuning1antS = ωant−ωS (34). This contribution is largest
(i.e., lowest values ofT1) for resonant antenna–molecule coupling
(1antS = 0) and is responsible for the primary TFID,A′(1)
minimum in Fig. 4A at the A′(1) frequency.

The third term in Eq. 2 describes the cross-vibrational
coupling that gives rise to the off-diagonal decrease in relaxation
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B

Fig. 4. (A) Vibrational dephasing time TFID,A′(1) of the symmetric A′(1) mode
subject to laser driving at 2,020 cm−1, as a function of antenna resonance
frequency !ant. Experiment (circles) and analytical results with (solid blue
line) and without (solid gray line) anti-Purcell effect. For fixed antenna and
molecular parameter of S = 14 cm−1, �̄A′(1) = 2,028 cm−1, A = 30 cm−1,
�̄A′(E) = 1,919 cm−1, �ant = 80 cm−1, gS = 20 cm−1, gA = 2.7gS, and
� = 0.5, a vibration–vibration coupling rate �SA = 25 ± 8 cm−1 is derived.
(B) Evolution of TFID time of the effective A′(E) vibrational mode for laser
driving at 1,919 cm−1.

time and is responsible for the second minimum at the A′(E)
frequency shown in Fig. 4A. It corresponds to an effective cavity-
induced acceleration of vibrational relaxation through the bilinear
intervibrational coupling. This contribution can be written as

1
2T1,IVR−P

=
4ζ 2

SAg
2
Aκant

[(1γ )2 + 412
SA][κ2

ant + 412
antA]

, [3]

where 1antA ≡ ωant − ωA is the antenna detuning from the
asymmetric A′(E) mode. This term is largest when 1antA = 0,
which gives rise to a local minimum in TFID,A′(1) at the A′(E)
frequency.

The last contribution to Eq. 2 is a higher-order process
obtained by artificially turning off the intrinsic vibration–
vibration coupling (ζSA → 0). In this case, the coupling of the
A′(1) and A′(E) modes to the common antenna field induces an
effective vacuum-mediated interaction between the two modes,
which in turn contributes to the modification of the coupled
relaxation pathways for each vibration. If the Rabi coupling of
the A′(E) mode is large enough, this effective field-mediated
interaction can interfere and compete with the Purcell effect of
the A′(1) mode and effectively increase the vibrational dephasing
time. This anti-Purcell contribution can be written as

1
2T1,anti−P

= ηRe

{
g2

S [1γ/2 + i1SA]
g2

A + g2
S − [1γ/2 + i1SA][10/2 + i1antS]

}
, [4]

where we introduce an empirical weighting factor (0 < η < 1) to
control the degree by which this term is relevant in a system where
both intrinsic and field-mediated vibration–vibration couplings
coexist. For a system with ζSA = 0, for consistency with the
assumptions above, we must set η = 1.

For the model fit to the data shown in Fig.4A, we use
γS = FWHMA′(1) = 14 cm−1, ν̄A′(1) = 2,028 cm−1,
γA = FWHMA′(2)/A′′ = 30 cm−1, ν̄A′(E) = 1,919 cm−1,
and κant = 80 cm−1 fixed as discussed above (Table 1).
We obtain vibration–antenna couplings gS = 20 cm−1 and
gA = 2.7gS from the respective on resonance Purcell-enhanced
reduction in lifetime, which are independent of the vibration–
vibration coupling. We obtain the anti-Purcell factor of η = 0.5
from the increased lifetime for antenna resonances in between
vibrational modes (Fig. 5C ). With these parameters constrained,
the remaining frequency-dependent reduction in A′(1) lifetime
is only controlled by the vibration–vibration coupling that we
obtain by least-square optimization on the data to ζSA = (25±8)
cm−1. The fit is shown in Fig. 4A with (blue line) and without
(gray line) the anti-Purcell effect. The analytical model well
reproduces the experimental results, and the IVR rate constant
derived is in good agreement with literature values for the
carbonyl vibrations of the Re–carbonyl complex as discussed
below. In Fig. 4B, we model the experimental data for the decay
of A′(E) with η = 0 but otherwise the same fit parameters as in
Fig. 4A. The frequency offset of the model (blue) with respect to
the experimental data might be due to our treatment of the two
vibrational modes (A′′ and A′(2)) as the effective mode A′(E), yet
the expected Purcell enhanced relaxation is observed qualitatively.
We attribute the difficulty in observing the second dip at A′(1)
to the shorter intrinsic lifetime of the A′(E) mode (SI Appendix,
Theory).

Note that, up to a global phase, Eq. 4 is formally equivalent
to the absorptive response of an atomic probe transition under
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Fig. 5. Model TFID,A′(1) as a function of antenna frequency �̄Ant, obtained from 1/T0
FID + 1/2T1,P + 1/2T1,IVR−P. (A) For varying ratios of the oscillator strengths

0 ≤ gA/gS ≤ 4.0, for fixed vibration–vibration coupling �SA = 25 cm−1, gS = 20 cm−1 and weighting anti-Purcell factor � = 0. (B) For varying 0 ≤ �SA < 40 cm−1,
with fixed ratio gA/gS = 3.3 and � = 0. (C) For varying 0 ≤ � < 0.6, gA/gS = 2.7 and �SA = 25 cm−1. The red marked lines correspond to the parameters with the
best fit to the experimental data in Fig. 4A.

electromagnetically induced transparency (EIT) (54), with A′(E)
to antenna coupling gA acting as the control field for the A′(1)
light–matter interaction. This predicts an increase of TFID,A′(1)
above the far-field (field-free) limit for A′(1) over a narrow
antenna frequency window. Indeed, the better agreement of the
anti-Purcell model with the data for antenna frequencies in the
region near 1,980 cm−1 with TFID > 750 fs would support the
presence of this mechanism.

In Fig. 5, we analyze the individual processes that contribute to
TFID,A′(1) according to Eq. 2. The sum of 1/T 0

FID + 1/2T1,P +
1/2T1,IVR−P provides for a good qualitative description for the
emergence of the second minimum in TFID,A′(1) at ν̄ant =
ν̄A′(E). Eq. 3 predicts the decrease in TFID,A′(1) at the A′(E)
frequency to scale as (ζSA/1SA)2(gA/gS)2, suggesting that ζSA
can be quantified from the second T2 minimum if the oscillator
strengths of the driven and undriven vibrations are known. On
the other hand, since the antenna field is the same for both
modes, the relative depth of the two TFID minima is determined
by the ratio of the two oscillator strengths, i.e., (gA/gS)2

≈

d2
A/d

2
S , where dA and dS are transition dipoles. To illustrate

this behavior, Fig. 5A shows that by increasing the coupling
strength gA of the asymmetric mode (∝ dA), while leaving all
other parameters fixed, the off-resonant TFID,A′(1) minimum
becomes progressively more pronounced. Conversely, if both the
ratio gA/gS ≈ 2.7 and 1SA ≈ 100 cm−1 are fixed and ζSA is
varied, Fig. 5B shows how the variation of the second minimum
then serves as a way to resolve IVR through the effect of selective
vibrational antenna coupling. In Fig. 5C , the weighting factor η
is varied to illustrate the contribution of the anti-Purcell effect.

Discussion

The experiments demonstrate modification of vibrational life-
times of the antenna-coupled symmetric and antisymmetric Re–
carbonyl CO vibrations by selective and independent tuning
of antenna resonance and driving laser frequency to resolve
intramolecular coupling and its dynamics through the Purcell-
enhanced modification of vibrational lifetimes in competition
with IVR and antenna coupling. The derived intramolecular
coupling constant ζSA = (25 ± 8) cm−1 corresponds to a
time scale for the energy exchange between the CO modes of
TIVR = 1/cπζSA = 450 ± 150 fs. Various molecular systems
with carbonyl modes are known for stronger coupling (21, 55),
and timescales of a few hundred femtoseconds are consistent with

theoretical IVR models (56). Specifically for the Re-complex,
time-resolved measurements of the IVR time can be found in
time-resolved SFG measurement from Anfuso et al. (44), where
the equilibration time is measured to 260 fs. They estimate an
uncertainty of 100 fs for their IVR time constant, which may in
fact be optimistic, considering the sparse number of data points
around time zero and a time resolution (IRF) of 180 fs. But even
considering their value of (260 ± 100) fs, our results would
be in agreement with the uncertainties of both experiments.
Some differences would also be expected considering the different
anchoring of the monolayer.

Traditionally, resolving IVR requires 2D IR or nonlinear Ra-
man techniques with coupling pathways manifesting themselves
as cross-peaks in multidimensional frequency space (21, 57, 58).
IR active optical antennas have been utilized in 2D IR, yet only
for the purpose of signal enhancement or in strong coupling
(29, 30, 32, 57, 59, 60). What distinguishes our approach is the
independent tuning of antenna and laser frequency, enabling the
separation of mode-selective coupling and driving the excitation.
While 2D IR spectroscopy directly monitors the vibrational
population transfer in IVR, here, we infer it indirectly through
the tunable antenna-induced mode-selective modification of the
free-induction decay caused by underlying changes in the lifetime
of coupled vibrations. This provides a conceptual analogue to
coherent third-order 2D IR spectroscopy, where we replace one
of the two laser frequency axes with the antenna frequency. This
lifts the degeneracy of conventional first-order IR spectroscopy
and provides access to the mode coupling.

However, the linear response approach is unable to drive
and monitor vibrational ladder-climbing processes and is lacking
direct access to vibrational population. Future extensions of the
scheme involving two or more intense femtosecond pulses would
allow for exploration of vibrational excited state dynamics and
population transfer between light and matter states. These in-
sights are essential to understand emergent coherent phenomena
such as polariton condensation and photon lasing, which have
been well studied with exciton–polaritons (61) but remain to be
seen in the infrared.

Our experimental approach is not restricted to weak coupling
using IR antennas as resonators. It should work equally well in
cavity resonators both in weak and strong coupling by selectively
tuning the cavity resonance across vibrational modes of interest
and cross-driving the modes not coupled to the cavity. This
could prove advantageous for exploring the degree by which
global observables such as an IR cavity spectrum of the coupled
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vibration-cavity system can correlate with the local intramolecular
and intermolecular coherence transfer processes that influence the
rate of chemical reactions. This question has been the subject
of many experimental studies in recent years (62), primarily
using diffraction-limited Fabry–Perot infrared cavities (60, 63–
65). Here, linear nano-IR spectroscopy, combined with quantum
modeling, can provide values of the Rabi couplings, vibrational
dephasing times, cavity photon lifetimes, and vibrational energy
transfer rates that together offer a description of the intracavity
light–matter dynamics that is comparable with the information
obtained using multidimensional IR spectroscopy in Fabry–Perot
cavities (65).

The linear response analysis already captures classical phase
effects that emerge when the response of different oscillators
coherently interferes in time the domain resulting in Fano line-
shapes in the Fourier domain (66). These phase effects are fully
accounted for in our analysis and are independent of the Purcell-
enhanced modification of the dephasing time of the vibrational
resonances (34, 67), as we separate the vibrational phase evolution
from the exponential envelope evolution as shown in Fig. 3.
The formalism can readily be extended to include higher-order
classical dynamics such as population (energy) transfer as well as
nonclassical effects such as infrared squeezing (34).

The advantage of open nanoantennas and nanoprobe detection
over far-field transmission measurements with Fabry–Perot
cavities for strong coupling is the ability to reach simultaneous
femtosecond and nanometer spatiotemporal resolution (68, 69).
The nanocavity approach for strong coupling allows, for ex-
ample, unraveling the complex space-dependent energy transfer
pathways that emerge in strong coupling between delocalized
polaritonic states and semilocalized material states (70, 71), using
much smaller molecular ensembles than those available in Fabry–
Perot cavities. With significant signal intensities probing already
as low as few 100 molecules estimated from the carbonyl density
in the monolayer, and given the N scaling of the FID trace
amplitude, we readily expect to reach the subergodic regime
at N ∼ 10 − 100. With further improved antenna designs
employing larger field confinement and lower photon losses, we
believe the few-molecule limit to be within reach.

In summary, our work provides a nanospectroscopic approach
to resolve intramolecular coupling and energy transfer through
vibrational mode-selective infrared antenna coupling in small
molecular ensembles on the nanoscale. As a nanoimaging
technique, it would be informative in the application to
photosynthesis, photocatalysis, polariton chemistry, and the
study of vibrational quantum coherence. With the perspective
toward single-molecule sensitivity and single-vibration strong
coupling, antenna-coupled cross-vibrational nanospectroscopy
would stimulate paradigm shifts in single-molecule detection,
mode resolved vibrational coupling, vibrational quantum
dynamics, and its control.

Materials and Methods

IR s-SNOM. The homebuilt nano-FTIR IR s-SNOM setup as described previously
(35, 36, 72) consists of an atomic force microscope (AFM) combined with an
asymmetric Michaelson interferometer (nanoIR2-s prototype, Bruker/Anasys
Instruments), with dry-air purge enclosure. Tunable mid-IR ∼150 fs
femtosecond laser pulses are provided by frequency conversion of a Yb:KGW fiber
oscillator pulse laser (1,030 nm center wavelength, 76 MHz repetition rate, 6.5
W output power, FLINT from Light Conversion), pumping an optical parametric
oscillator (Levante OPO, APE), with subsequent difference frequency generation
(DFG) (HarmoniXX DFG, APE) of the near-infrared signal and idler beams. The
IR light after passing a BaF2 beamsplitter is focused onto a platinum/iridium
tip (ARROW NCPt, NanoWorld) with an off-axis parabolic mirror with an angle

of incidence of∼ 60◦ regarding the tip axis. The incidence IR light is polarized
parallel with respect to the tip axis (p-polarized with respect to the optical
plane). The polarization is projected along the long axis of the antenna. The tip-
scattered field of near-field origin is heterodyne-amplified by a reference pulse
and detected by an MCT detector (KLD-0.5-J1/DC/11, Kolmar Technologies). It is
demodulatedat the2nd harmonicof theAFMcantilever tappingfrequency(HF2LI
Lock-In, Zurich Instruments) providing asymmetric vibrational free-induction
decay interferograms measured by controlling the time delay of the reference
field with a precision translation stage (ANT95-50-L-MP, Aerotech). A BaF2
substrate in the reference arm is used to compensate for the dispersion of
the beam splitter.

Response Function Fit. We consider that the measured heterodyne intensity
signal is the cross-correlation between the near-field ENF and the reference field
Eref (33) with time delay τ and given by

IFID(τ ) ∝

∫
∞

−∞

ENF(t)E
∗

ref(t − τ )dt. [5]

We model the near-field ENF as the superposition of the antenna response and
the two vibrational modes A′(1) and A′(E) folded with the driving laser field:

ENF(t) ∝ Āante−iφ̄ant

∫
∞

−∞

ḡant(t − t′)Ein(t′)dt′

+ ĀA′(1)e
−iφ̄A′(1)

∫
∞

−∞

ḡA′(1)(t − t′)Ein(t′)dt′ [6]

+ ĀA′(E)e
−iφ̄A′(E)

∫
∞

−∞

ḡA′(E)(t − t′)Ein(t′)dt′.

Here, Āj is the amplitude, φ̄j the phase, and ḡj(t) the response functions,
respectively. The driving field Ein(t) of the infrared pulse is equivalent to
the reference field (SI Appendix). The bar denotes a parameter change from
the intrinsic value dependent on the antenna-vibration coupling strength. The
response function at the example of the A′(1) vibration is given by

ḡA′(1)(t) =
1

2ω̄A′(1)
exp

(
−

t

T̄FID,A′(1)

)
exp

(
−iω̄A′(1)t

)
θ(t), [7]

assuming a harmonic oscillator with center frequency ω̄j and coherence time
TFID,j. θ(t) is a Heaviside step function to account for exponential decay of the
excited states only after the excitation.

Data, Materials, and Software Availability. The procedures of experiments
and simulations are described in the Materials and Methods section and in the
SI Appendix. Data, computer code for fitting, and modeling code are available
through the Open Science Frame repository (https://osf.io/rhnmz/) (73).
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