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ABSTRACT
Transient absorption (TA) spectroscopy of semiconductor nanocrystals (NCs) is often used for excited state population analysis, but recent
results suggest that TA bleach signals associated with multiexcitons in NCs do not scale linearly with exciton multiplicity. In this manuscript,
we probe the factors that determine the intensities and spectral positions of exciton and biexciton components in the TA spectra of CdSe
quantum dots (QDs) of five diameters. We find that, in all cases, the peak intensity of the biexciton TA spectrum is less than 1.5 times that of
the single exciton TA spectrum, in stark contrast to a commonly made assumption that this ratio is 2. The relative intensities of the biexciton
and exciton TA signals at each wavelength are determined by at least two factors: the TA spectral intensity and the spectral offset between
the two signals. We do not observe correlations between either of these factors and the particle diameter, but we find that both are strongly
impacted by replacing the native organic surface-capping ligands with a hole-trapping ligand. These results suggest that surface trapping plays
an important role in determining the absolute intensities of TA features for CdSe QDs and not just their decay kinetics. Our work highlights
the role of spectral offsets and the importance of surface trapping in governing absolute TA intensities. It also conclusively demonstrates that
the biexciton TA spectra of CdSe QDs at the band gap energy are less than twice as intense as those of the exciton.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0179129

I. INTRODUCTION
Quantifying the numbers of excitons in semiconductor

nanocrystals (NCs) is critical for characterizing a variety of excited
state processes, including multiexciton relaxation,1–5 the efficiency
of carrier multiplication (multiexciton generation),1,6–8 the efficien-
cies of charge-transfer reactions,9–13 establishing a gain threshold for
optical gain or lasing,14–20 and so on. Hence, considerable research
efforts have been made to quantify the distribution of excited
states in each NC and identify reliable spectroscopic markers for
these excited state distributions.21–24 In transient absorption (TA)
spectroscopy, multiexciton kinetics are often characterized at one

wavelength in the TA spectrum, usually the maximum of the bleach
feature corresponding to the lowest-energy exciton. It is commonly
assumed that the intensity of this signal is proportional to the
average number of thermalized excitons, with a maximum value
based on the degeneracy of the state.9,13,25–29 For Cd-chalcogenide
NCs, the bandgap exciton degeneracy is limited by the conduction
band, which has a degeneracy of 2.30 Consequently, multiexci-
ton decay is characterized under the assumption that the strength
of this bleach signal scales linearly with the exciton multiplicity
(i.e., a biexciton signal is twice the strength of a single exciton
signal).
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Recently, experimental and theoretical evidence has emerged
that contradicts these assumptions.31,32 A single-wavelength TA
study on CdSe and CdSe/ZnS quantum dots (QDs) extracted absorp-
tion cross-section ratios between the exciton to biexciton and the
ground to exciton transition of between 57% and 99%, depending
on the sample morphology.33 Our group has quantitatively extracted
the exciton and biexciton components in the TA spectra of CdSe
QDs with a diameter of 3.0 nm and found the ratio of the biex-
citon and single-exciton signals at the bleach peak wavelength to
be 1.6.31 These observations are not limited to CdSe-based QDs.
The fitting of TA spectra in CsPbBr3 NCs showed a significant size
dependence on the intensity ratio of biexciton and exciton com-
ponents. While the authors did not quantify this ratio, for weakly
confined large NCs, the ratio appears to approach 2, and for small,
confined particles, it appears to be much less than 2.34 Further-
more, a recent investigation of lead-iodide perovskite NCs showed
explicitly that the ground-to-exciton transition dipole moment is
∼1.2–1.4× larger than that of the exciton-to-biexciton transition.35

While lead chalcogenide QDs have different band-edge degenera-
cies than the other systems discussed here (eight rather than two),
the assumption that each exciton contributes equally in signal to
TA bleach intensities has similarly been challenged.36–38 Further-
more, it has been theoretically predicted that for CdSe QDs the
TA bleach peak intensity ratio for biexcitons and excitons depends
weakly on size and increases with increasing QD diameter, from
1.49 for 3.0 nm QDs to 1.55 for 4.6 nm QDs.32 Additionally, the
determinations of the biexciton and exciton TA component spec-
tra for both CdSe QDs and CsPbBr3 NCs have revealed that the
widths, shapes, and peak positions can differ considerably between
the two states.31,34 Considered together, the results reviewed in this
paragraph suggest that our understanding of what determines the
relative intensities of the biexciton and exciton TA signals of NCs
is far from complete. For example, it is not clear: (i) What deter-
mines the peak positions and intensities of the biexciton and exciton
TA component spectra? (ii) How much of the biexciton-to-exciton
signal intensity ratio at a single wavelength can be attributed to
the oscillator strength differences and how much to the energetic
shifts between the component spectra? (iii) How do these effects
depend on the particle dimensions, surface chemistry, shape, and
composition?

In this manuscript, we address these questions by conduct-
ing and analyzing ultrafast TA experiments on CdSe QD samples
with diameters ranging from 2.6 to 4.8 nm over a range of pump-
pulse powers and timescales from 500 ps to 3 ns. Five CdSe QDs
were studied with their native organic surface-capping ligands, and
the 4.8 nm sample was also studied after a ligand exchange to 3-
mercaptopropionic acid (3-MPA). We fit the power-dependent TA
data for each sample globally to extract the biexciton lifetimes as
well as the exciton and biexciton TA component spectra. The com-
ponent spectra we extract represent the TA intensity if the entire
ensemble could be prepared in a specific state (e.g., exciton or biex-
citon). We quantitatively compare the shapes and intensities of these
component spectra for the different samples to understand how the
exciton and biexciton TA spectral intensities vary with respect to
each other and between samples. We show that the biexciton to exci-
ton TA intensity ratio at the exciton bleach maximum, which we
abbreviate as the BX:X ΔA ratio, is lower than 1.6 in all samples
and does not correlate with the particle diameter. This is notable

because this ratio is usually assumed to be equal to 2.9,13,25–27,29 The
BX:X ΔA ratio does, however, correlate with the energy difference
between the bleach maxima of the exciton and biexciton compo-
nent spectra, which we call the biexciton shift and abbreviate as
BX shift. We also find that the BX shift, which is a measure of the
biexciton interaction energy, correlates to the relative photolumi-
nescence (PL) quantum yield (QY) of each sample, which in turn
is known to be correlated with surface chemistry and, specifically,
reduced by the presence of surface traps.39–42 This observation sug-
gests that carrier trapping plays an important role in determining the
TA spectral shapes and intensities. We test this hypothesis with the
4.8 nm QD sample that has been exchanged with 3-MPA ligands,
which are known to increase trapping and quench band-gap PL.43

The ligand exchange decreases the absolute intensities of the biexci-
ton and exciton TA component spectra, increases the BX:X ΔA ratio,
and decreases the BX shift, illustrating the critical role of surface
chemistry in determining TA spectral shapes and absolute intensi-
ties in addition to the well-established changes in the excited state
decay.42,44,45 We simulate predicted TA spectra from steady-state
absorption spectra and conclude that while the BX shift explains the
trend in our measured BX:X ΔA ratios, it cannot account for the
magnitude of the values being so much lower than 2 and, therefore,
the intrinsic oscillator strengths for the exciton and biexciton transi-
tions are not determined solely by statistical factors. Our results are
in overall agreement with a theoretical prediction of BX:X ΔA ratios
for CdSe QDs over a similar diameter range,32 although we find that
the variations due to surface chemistry effects in our experiments
are wider than the predicted diameter-dependent range of BX:X ΔA
ratios.

II. METHODS
A. Materials

Selenium (Se, 99.99%), trioctylphosphine oxide (TOPO, 99%),
hexadecylamine (HDA, 98%), toluene (anhydrous, 99.8%), ethanol
(200 proof anhydrous >99.5%), isopropanol (anhydrous, 99.5%),
methanol (anhydrous, 99.8%), and chloroform (anhydrous, >99%,
containing 0.5%–1% ethanol as stabilizer) were acquired from
Sigma-Aldrich. Tetradecylphosphonic acid (TDPA) was acquired
from PCI Synthesis. Tri-n-octylphosphine (TOP, 97%) and cad-
mium acetate (Cd acetate, 99.999%) were acquired from Strem.
3-mercaptopropronic acid (3-MPA, 99%) was acquired from Alfa
Aesar. Tetramethylammonium hydroxide (TMAH, >97%) was
acquired from Sigma Life Sciences.

B. CdSe QD synthesis
CdSe QDs were synthesized using a previously described pro-

cedure.46 The synthesis and purification steps were performed under
inert argon atmosphere conditions on a Schlenk line and in a glove-
box, respectively. The 1.0M Se (0.79 g Se and 8.30 g TOP) and 0.17M
Cd (0.12 g Cd acetate and 2.5 g TOP) precursors were prepared
two days prior to the synthesis to ensure that solids were fully dis-
solved. The reaction solution (4.00 g TOPO, 2.50 g HDA, and 0.075 g
TDPA) was placed in a three-necked round-bottom flask connected
to a reflux condenser. The reaction solution was evacuated at 120 ○C
for 45 min. Under argon, 1 ml of the Se precursor was injected, and
the solution was evacuated for a further 20 minutes. Under argon,
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TABLE I. CdSe QD samples, synthesis growth times, lowest-energy exciton peak
positions, and corresponding diameters.

Lowest-energy QD diameter
Synthesis Growth time exciton peak (nm) (nm)

S1 1 min 27 s 524 2.6
S2 37 min 0 s 566 3.4
S3 46 min 10 s 576 3.7
S4 1 h 20 min 586 4.0
S5 1 h 45 min 604 4.8

the solution temperature was then raised to 290 ○C (for S1) or 300 ○C
(for S2–S5), and 1.5 ml of the Cd precursor was quickly injected. The
growth times for each QD size can be seen in Table I above.

After growth, the reaction solution flask was cooled in a mineral
oil bath. At 80 ○C, the crude QD solution was placed in an argon-
filled scintillation vial containing 2 ml ethanol and 8 ml chloroform
and brought into the glovebox for purification. An additional 25 ml
of ethanol was added, and the solution was centrifuged. The colorless
supernatant was discarded, while the QD pellet was redispersed in 5
ml of toluene and centrifuged to precipitate HDA. The QD super-
natant was collected in a separate vial, and these steps (redispersal
of the pellet in toluene, followed by centrifugation and collection
of the QD supernatant) were repeated four times; 20 ml of QD
in toluene were collected in total. The QDs were precipitated with
a 1:2 v/v isopropanol:ethanol mixture and centrifuged. The color-
less supernatant was discarded, and the final QD pellet was dried
under vacuum and redispersed in <3 ml of anhydrous toluene. CdSe
QD diameter and absorption coefficients were determined from the
lowest energy exciton peak using published calibration curves.47

C. Size selection of CdSe QD S2 batch
Following the purification steps described earlier, the CdSe QD

synthesis S2 resulted in relatively broad peaks in the UV–Vis absorp-
tion spectrum (supplementary material, Fig. S1) and was further
purified to narrow the QD diameter distribution in the sample.
Isopropanol was added dropwise to the QD stock until the solu-
tion appeared opaque, and the sample was then centrifuged. The
supernatant was removed, and the pellet was dried under vacuum
prior to redispersal in 1.5 ml of toluene. This fraction was then fur-
ther size-selected by the same process of partial precipitation with
isopropanol. The first two successive precipitations, which had over-
lapping absorption spectra, were dried under vacuum and combined
in a total stock solution of 0.5 ml toluene to create the final S2 CdSe
QDs used in the experiments described in this manuscript.

D. Ligand exchange of CdSe QD S5
A designated aliquot of CdSe QD synthesis S5 was exchanged

from its native surface-capping ligands to 3-MPA ligands based
on a previously reported method.45,48 A stock solution of 70 mM
3-MPA was prepared using 0.141 g 3-MPA, 0.456 g TMAH, and
15.0 g methanol. Roughly 30 nmol of the as-synthesized S5 QDs
were suspended in <0.5 ml of toluene, precipitated with methanol,
and then mixed with 1 ml of the 3-MPA stock solution. The now-
exchanged QDs were precipitated using toluene and centrifuged.

The colorless supernatant was discarded, and the QD pellet was
dried under vacuum and redispersed in <0.5 ml of formamide.

E. Transmission electron microscopy (TEM)
CdSe QDs TEM images were acquired using a FEI Tecnai ST20

with a LaB6 electron gun equipped with a 2k × 2k CCD and oper-
ating at 200 kV. Samples were drop-cast onto carbon-coated copper
grids, 300 mesh, from Electron Microscopy Sciences. Representative
images for CdSe QDs are shown in the supplementary material in
Fig. S2.

F. TA spectroscopy
TA data on the five QD samples with native organic ligands

were collected on a TA setup that has been described previously.49

In summary, both the pump and probe beams were derived from
a regeneratively amplified Ti:sapphire laser (Spectra-Physics, Sol-
stice, 800 nm, ∼100 fs, 1 kHz, 3.5 mJ/pulse). A fraction of the
800 nm Solstice output was tuned by an optical parametric ampli-
fier (TOPAS-C, Light Conversion) to produce the pump beam. The
white-light continuum probe beam was generated from another
fraction of the 800 nm Solstice output using a sapphire plate. The TA
data were collected with a HELIOS spectrometer (Ultrafast Systems).
The delay time between the pump and probe pulses was controlled
by a motorized delay stage, and delay times (200 fs–3 ns) were
sampled with exponentially increasing step sizes, starting with an
initial step size of 0.02 ps. Each time step was integrated for 0.1–1 s,
depending on the signal strength at that particular excitation power.
In order to extract robust error parameters at each spectral and
time position, six averaged spectra were collected at each time point
for each sample. TA data on the QD sample with 3-MPA ligands
were collected on a similar TA system. Pump and probe beams were
derived from an amplified 6 W Yb:KGW laser (Pharos PH1, Light
Conversion, 1030 nm, 180 fs, 1 kHz, 1 mJ/pulse). The pump beam
was generated by splitting the Pharos 1030 nm output and directing
it into an optical parametric amplifier (Orpheus, Light Conversion).
The probe beam was generated by directing the remainder of the
Pharos 1030 nm output into a sapphire plate. TA data were collected
utilizing a HELIOS Fire spectrometer (Ultrafast Systems), and all
experimental parameters were held as similar as possible to the pre-
viously described system with the exception of the excitation power,
which was adjusted based on the approximate pump beam spot size
at the sample to generate equivalent excitation densities. Data on
native-capped 4.0 nm QDs were replicated on this instrument as well
to ensure that this system generated the same results as the system
described above.

The QD samples were prepared with optical densities of ∼0.3
at the lowest-energy exciton peak. All samples were sealed under
an argon atmosphere in airtight 2 mm quartz cuvettes retrofitted
with Kontes valves, and TA data were taken at room temperature.
Samples were stirred continuously by a magnetic stir bar during
data collection. Each sample was excited with a pump pulse at an
energy of 980 meV above the band-edge absorption: 371, 391, 396,
401, and 409 nm for 2.6, 3.4, 3.7, 4.0, and 4.8 nm QDs, respec-
tively (supplementary material, Fig. S3). These pump pulses had
enough excess energy to excite above the 1Pe1P3/2 transition in each
QD sample. The pump pulses were depolarized. The pump fluence
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was modulated between ∼5 and ∼1500 μW with continuous neutral
density filters.

Before analysis, the data were corrected for scattered light and
PL from the QDs as well as deviations in time zero (t0). Scattered
light and QD PL collected by the detectors were removed by aver-
aging the pre-pump (t < 0) ΔA spectra and subtracting this signal
from the ΔA spectra at every time point. The t0 for an experiment is
defined as the pump-probe delay time at the temporal center of the
pump pulse. This value depends on the wavelength due to the chirp
in the white light probe. To correct the data so that t0 occurs at the
same time point across the ΔA spectrum, TA data on a neat sample
of hexanes (or formamide for the MPA-capped sample) were col-
lected in the same TA setup with high pump fluence. The coherent
response of the solvent was fit to the sum of a Gaussian, centered at
t0, and its first and second derivatives.50–52 This fit was performed
at several wavelengths across the probe spectrum to build a rela-
tionship between t0 and wavelength, which was used to correct for
chirp in the white light probe and, therefore, the QD TA data, by
appropriately shifting the time vector.

G. PL spectroscopy
PL spectra were collected using a Fluorolog-3 spectrofluorom-

eter (Horiba Jobin Yvon). Sample concentrations were adjusted to
have an OD of 0.1 at the band edge in a 1 × 1 cm2 quartz cuvette,
and the sample was kept in an air-free argon atmosphere using a
custom cuvette retrofitted with a Kontes valve. Samples were excited
at 450 nm with a 3 nm slit width, and PL was collected from 475
to 850 nm at a perpendicular angle from excitation with a 1 nm
increment and a 3 nm slit width. The PL signal was divided by
the reference intensity of the excitation beam before the sample
to account for variations in source intensity and was corrected to
remove the spectral dependence of detector efficiency. Relative QYs
were calculated by dividing the PL intensity (determined by fit-
ting the band-gap emission to a Gaussian and integrating) by the
absorbance of each sample at 450 nm.

H. TA data analysis and fitting
1. Determination of excitation density

To control the distribution of excitons generated upon pho-
toexcitation, we perform TA measurements over a range of pump
powers. We excite each QD sample at 980 meV above the lowest-
energy exciton energy, where absorption is bulk-like and therefore
follows Poisson statistics.3 To extract the average number of excitons
generated per QD (⟨N⟩) at each power, we follow previously estab-
lished procedures.33,37 Assuming that (1) each multiexciton state has
decayed to a single exciton by 3 ns, (2) each single exciton has the
same spectral intensity regardless of the initial state, and (3) exci-
ton relaxation kinetics are independent of whether it was generated
directly or via Auger recombination, we can extract the value of ⟨N⟩
from the TA signal at 3 ns by using the following relationship:

ΔA(λ, 3 ns)∝ 1 − e−CP, (1)

where ΔA(λ, 3 ns) is the intensity of the TA spectrum at a given
wavelength at 3 ns after excitation, e−CP is the fraction of QDs with
zero excitations in a Poisson distribution, C is a fitting constant

that incorporates the intrinsic absorption coefficients at the excita-
tion wavelength and the excitation spot size, and P is the excitation
power. The product of C and P gives the ⟨N⟩ generated at each
power. We fit the power dependence at the band gap bleach max-
imum for each QD size (supplementary material, Fig. S4). For each
of the six samples studied in this work, we have plotted the ini-
tial Poisson exciton distribution for each excitation power in the
supplementary material in Figs. S5–S10.

2. Extraction of exciton and biexciton TA spectra
To extract both the time constants of relaxation and compo-

nent spectra for each multiexciton state, we globally fit the power-
dependent TA spectra and kinetics using established Markov chain
Monte Carlo (MCMC) methods.34,53 We adapt the software pub-
lished by Ashner et al. (available as open source software)53 to
include higher order multiexcitons as introduced by Labrador and
Dukovic.31 We choose a time window between 3 and 500 ps to
eliminate contributions from hot carrier cooling at early times and
non-exponential excitonic processes at late times. We chose the
spectral range from 410 to 700 nm for data in Figs. 2 and 3 and
525–700 nm for data in Fig. 6 in order to incorporate spectral ranges
with high signal-to-noise ratios of the white light spectrum gener-
ated by the sapphire plate and to limit the number of total data points
to reduce the running time of the MCMC optimization.

The motivation and assumptions of the methods developed by
Ashner et al. and Labrador and Dukovic are fundamentally simi-
lar. We describe these assumptions and discuss their accuracy in the
CdSe QD system investigated here. First, multiexcitons recombine
in a ladder-like cascade where triexcitons recombine to biexci-
tons, biexcitons recombine to single excitons, and single excitons
recombine to the ground state. This ladder-like recombination of
multiexcitons has been established previously.21,22,54 Second, each
of these processes is a first-order kinetic process with a unique rate
constant. While this assumption is not entirely valid for the single
exciton due to the presence of electron and hole traps, throughout
the time range being fit (3–500 ps), the single exciton decay can be
well approximated as a single exponential. Labrador and Dukovic
illustrated that a wider time range can be fit by accounting for the
exciton lifetime with a biexponential process, but the inclusion of
this additional rate component did not alter the component spec-
tra that were extracted.31 Therefore, for the sake of the efficiency
of the fitting algorithm, we have excluded this complication. Third,
we assume that each excitonic state has the same TA spectrum and
relaxation kinetics, regardless of the initial state of the system. For
CdSe QDs, the lack of memory in the system has been previously
established in PL measurements.54 Finally, we assume that at each
point in time, the total TA spectrum is a linear combination of the
component spectra weighted by the population of that state (exciton,
biexciton, and triexciton). In our dilute solution-phase environment,
it is unlikely that any interparticle interactions exist that would
invalidate this assumption.

The output of the MCMC fits are four system parameters:
the triexciton lifetime, biexciton lifetime, exciton lifetime, and the
“C” parameter [Eq. (1)], which accounts for spot size and particle
absorption coefficients. The error on these coefficients is reported as
the standard deviation of the values output from the Markov chain.
We also extract the TA component spectra for the exciton, biexci-
ton, and triexciton. These component spectra are quantitative for
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the given sample concentration. For example, the exciton compo-
nent spectrum is the change in absorbance between an ensemble of
QDs entirely in the ground state and entirely in the single exciton
state. Due to the breadth of the Poisson distribution at high excita-
tion densities, the triexciton spectrum contains contributions from
multiple higher order multiexcitons, and thus we will not further
interpret these spectra.

We illustrate the robustness of the fits by plotting the residual
between the modeled spectral evolution and the raw data in Figs.
S11–S16 of the supplementary material. Across all powers, the rel-
ative error in the fits is very low, demonstrating the accuracy and
lack of bias in the extracted spectra. We also show the correlation
plots between the kinetic and Poisson parameters as performed by
Ashner et al. in the supplementary material in Figs. S17–S22.34,53

The lack of a strong correlation between the extracted parameters
suggests that the kinetic model is appropriate and not overly
parameterized.

III. RESULTS AND DISCUSSION
A. Relevant excitonic transitions in the five CdSe QD
samples

In this study, we use CdSe QDs synthesized with native
long-chain organic surface-capping ligands according to previously
reported methods as described in Sec. II B. By varying the particle
growth time, we obtained five QD batches with diameters of 2.6,
3.4, 3.7, 4.0, and 4.8 nm, whose steady-state absorption spectra are
shown in Fig. 1(a). The resulting CdSe QD diameters were 2.6, 3.4,
3.7, 4.0, and 4.8 nm.

The three lowest-energy excitonic absorbing states in CdSe
QDs are 1Se1S3/2, 1Se2S3/2, and 1Pe1P3/2, which we abbreviate as the
1S, 2S, and 1P transitions.55–57 The relative energy levels of these

transitions are represented schematically in Fig. 1(b). These tran-
sitions are shown for the steady-state absorption and TA spectra
of the 3.7 nm QDs in Fig. 1(c) and the other four QD samples
in the supplementary material in Fig. S23. Of particular interest to
this work are the two lowest energy transitions (1S and 2S), since
both states will be at least partially occupied by the presence of a
band-edge photoexcited electron (1Se state).

We quantify the intensities, spectral positions, and peak widths
of the 1S, 2S, and 1P absorption transitions in each CdSe QD sam-
ple by fitting the steady-state absorption spectra to three Gaussians
(supplementary material, Fig. S24). These fits are particularly impor-
tant for understanding how absorption changes with the presence
of excitons, and detailed comparisons with these steady-state opti-
cal properties will be made in Secs. III B, III D, and III E. All
three states show the expected redshifts in energy with increasing
QD diameter [Fig. 1(d) for 1S and 2S transitions, supplementary
material, Fig. S25(a) for the 1P transition]. The difference between
the 1S and 2S peak energies decreases linearly with increasing QD
diameter from ∼160–110 meV, going from 2.6 nm QDs to 4.8 nm
QDs, respectively (supplementary material, Fig. S26). The samples
were prepared to have an absorbance of ∼0.3 at the band-edge 1S
exciton feature. Accordingly, the peak intensity of each of these is
roughly equivalent [Fig. 1(e), squares]. The relative peak intensity of
the 2S transition [Fig. 1(e), circles] increases with increasing QD dia-
meter, while the intensity of the 1P transition does not have a clear
size dependence [supplementary material, Fig. S25(b)]. Addition-
ally, the QDs have, on average, broader features for each state as QD
size decreases [Fig. 1(f) and supplementary material, Fig. S25(c)].
To examine the contributions of the 2S state to the band-edge (1S)
absorption, we calculate the relative intensity of the 2S curve at the
1S peak wavelength (supplementary material, Fig. S27). Regardless
of particle size, the contribution of the 2S absorption to the 1S peak

FIG. 1. (a) Steady-state absorption spectra of the five CdSe QD samples. 2.6, 3.4, 3.7, 4.0, and 4.8 nm QDs are shown in blue, cyan, green, orange, and magenta,
respectively. (b) The 1Se1S3/2 (1S), 1Se2S3/2 (2S), and 1Pe1P3/2 (1P) QD absorbing states are marked on the spectra in (c) with the red solid, green dashed, and blue dotted
lines, respectively. Relative energy levels are not shown to scale. (c) The peak positions of the 1Se1S3/2 (1S), 1Se2S3/2 (2S), and 1Pe1P3/2 (1P) states in the steady-state
absorption and TA spectra of one of the QD sizes (3.7 nm). (d)–(f) The fitted peak position, peak intensity, and peak width for the 1S and 2S Gaussian absorption features for
each of the five QD sizes.
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absorption in the ground state absorption spectrum is quite small
(<6%), suggesting that the difference in the bleach intensities of the
1S and 2S features should play a minimal role in determining the TA
intensity at the band edge.

B. Exciton and biexciton spectra component spectra
from TA data with varying pump power

To extract the TA component spectra that correspond to exci-
tons and biexcitons in the five CdSe QD samples, we performed TA
measurements with 8–12 pump powers, ranging from the mostly
single exciton regime (⟨N⟩ ∼0.03) to an ⟨N⟩ of ∼ 2 (Fig. 2). The
determination of ⟨N⟩ is described in Sec. II H 1. A large excess pho-
ton energy (980 meV above the 1S peak) was selected to ensure that
absorption is through predominantly bulk states that obey Poisson
statistics in exciton distribution,3 that the 1P exciton transition is to
the red of the pump photon energy, and that hot carrier effects are
similar for all of the QD sizes studied here. The pump pulse spectra
are shown overlaid with the steady-state absorption spectra of the
five QD samples in the supplementary material in Fig. S3.

First, we examine the results of these experiments qualita-
tively. In Figs. 2(a)–2(e), we show the TA spectra measured at the
pump-probe delay of 3 ps for the five CdSe QD samples at vary-
ing pump powers with the intensity of the bleach signal normalized
at the 1S peak. In the low photon flux regime (⟨N⟩ < 0.1), spec-
tral shapes are the same, consistent with increasing numbers of QDs
in the ensemble with single excitons but no appreciable population
of multiexcitons. Moving above ⟨N⟩ ∼ 0.1, the spectral signatures
of multiexcitons begin to emerge. For each sample, with increasing
⟨N⟩, we observe a slight redshift in the bandgap bleach, a loss of the
induced absorption on the red edge of the bandgap bleach, and a
redshift and some bleaching of the 1P energy level. At the highest
excitation powers (⟨N⟩ > 1), we also observe an increasing bleach of
the 1P level, corresponding to the presence of higher order multi-
excitons. These spectral changes were previously described for CdSe
QDs with a 3.0 nm diameter and were attributed to increasing spec-
tral contributions of the biexciton and triexciton species to the TA
spectrum with increasing ⟨N⟩.31

In Figs. 2(f)–2(j), we show the kinetics of the 1S bleach peak
for all the samples and powers, normalized at 3 ns. For all QD sizes,
as the excitation power increases, we observe additional fast com-
ponents in the bleach decay. The presence of multiexcitons at early
times does not change the late time (exciton) kinetics, which all col-
lapse to the same functional form by ∼300 ps. The enhancement of
the relative intensity of these fast lifetime components with increas-
ing excitation power is a well-established phenomenon assigned to
nonradiative Auger recombination of multiexciton states.21,22 After
the Auger recombination is complete, the remaining single excitons
have overlapping associated decay kinetics.

To extract the exciton and biexciton TA component spectra
from the data in Fig. 2, we use global fitting procedures that extract
the multiexciton lifetimes and component spectra, as detailed in
Sec. II H 2. In summary, we assume that the initial populations at
each excitation power are related by the spot size and QD absorption
coefficient, that the average number of excitons generated is linear
with the excitation power, and that the excitations follow a Poisson
distribution of multiexciton states. The complete power-dependent
TA dataset for each sample is input into an optimization algorithm

FIG. 2. (a)–(e) For each of the five QD sizes, we extract the normalized TA
spectrum at 3 ps after photoexcitation at several excitation powers. The bleach
maximum is at 520, 561, 572, 583, and 599 nm for the 2.6, 3.4, 3.7, 4.0, and 4.8 nm
QDs, respectively. (f)–(j) We show the corresponding recombination kinetics at the
exciton bleach maximum at several excitation powers, ranging from an average
excitation rate of <0.05 per QD to >1.5 per QD. The first 5 ps are shown on a
linear-time axis, and the subsequent 3 ns are shown on a log-time axis. Traces
are normalized at 3 ns to compare the differences in kinetics during multiexciton
recombination.

that assumes that each TA spectrum at every time and excitation
power is a linear combination of intrinsic component spectra for
each excitonic state and that these states each have exponential
decays. The global parameters, which are extracted using an MCMC
algorithm, are the lifetimes for each state (i.e., exciton, biexciton,
and triexciton) and the C parameter, which contains the spot size
and absorption coefficient. The component spectra are determined
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using a linear least squares optimization given the four global para-
meters during each iteration. For the smallest QD size (2.6 nm), the
triexciton lifetime is sufficiently short that the sample has decayed to
biexcitons and excitons exclusively by 3 ps, and therefore, only the
biexciton fitting algorithm was used for this sample.

The extracted biexciton lifetimes for the five CdSe QD sam-
ples are plotted as a function of QD volume in Fig. S28 of
the supplementary material. These lifetimes range from 11.800
± 0.005 ps for the smallest QDs to 57.38 ± 0.03 ps for the largest
and show linear scaling with volume, consistent with the estab-
lished understanding of Auger recombination in QDs.3,58 We also
extract triexciton lifetimes for the larger QD samples. These triexci-
ton lifetimes range from 2 to 7 ps. However, due to the increasing
breadth of the Poisson distribution at higher excitation densities
(supplementary material, Figs. S5–S10), the triexciton lifetime likely
convolves multiple higher order multiexciton states and, therefore,
we will not further analyze these lifetimes.

The exciton and biexciton TA component spectra for each of
the five QD sizes are shown in Figs. 3(a)–3(e). These spectra are
absolute in intensity, meaning that they represent the TA spectra
that would be measured if a sample consisted of QDs that all had
exactly an exciton or biexciton, respectively. In the exciton TA spec-
tra, we note a weak induced absorption on the red-edge of the
bandgap bleach maximum. This is because the exciton TA spec-
trum contains a bleach of the ground-to-exciton transition and an

FIG. 3. (a)–(e) Exciton (solid) and biexciton (dotted) TA component spectra for 2.6,
3.4, 3.7, 4.0, and 4.8 nm CdSe QDs, respectively. The exciton bandgap bleach
maximum is marked by the gray dashed line in each sample as a guide to the eye.

induced absorption, which corresponds to the exciton-to-biexciton
transition.23,59–64 The redshift of the exciton-to-biexciton absorption
relative to the ground-to-exciton absorption transition results in a
small induced absorption. For the biexciton component spectrum,
we observe no such induced absorption. This is because the conduc-
tion band edge is saturated with electrons and, therefore, there is no
further absorption of the bandgap energy. This is consistent with the
qualitative observations made in Figs. 2(a)–2(e), where low power
spectra at 3 ps show an induced absorption at the red edge of the
bleach, but at higher excitation powers, where an appreciable frac-
tion of excited states are multiexcitons, we observe no such induced
absorption.

We also observe a redshift of the bleach maximum for the biex-
citon spectrum as compared to the exciton spectrum in all QD sizes,
consistent with the qualitative observation that the bandgap bleach
redshifts with increasing excitation power. We define the energy
difference between the positions of the two bleach maxima as the
BX shift (not to be confused with the biexciton binding energy).65

The BX shift will increase with increasing biexciton interaction
energy because the biexciton interaction shifts exciton absorption
energies, therefore shifting the bleach maxima of the ΔA spec-
tra.21 Interestingly, the BX shift does not correlate with the particle
diameter (supplementary material, Fig. S29), suggesting that the par-
ticle dimension is not the dominant determinant of the biexciton
interaction energy and that other properties play an important role,
as we address later in the text (Sec. III C).

Figure 3 makes it immediately obvious that the intensity ratio
between the biexciton and exciton TA component spectra at the
bleach maximum of the ensemble TA spectrum (which we abbrevi-
ate as “BX:X ΔA ratio”) is not 2, as is commonly assumed,9,13,25–27,29

but a number lower than that. The wavelength at which we
extracted the BX:X ΔA ratio is marked by the gray dashed line
in Figs. 3(a)–3(e) for each QD size. (The biexciton-to-exciton TA
intensity ratio as a function of wavelength is shown in Fig. S30 in the
supplementary material.) The extracted values of the BX:X ΔA ratio
at the bleach maximum range from 1.37 to 1.48. We do not observe
a correlation between this value and the QD diameter [Fig. 4(a)]. We
do observe an inverse correlation between the BX:X ΔA ratio and the
magnitude of the BX shift [Fig. 4(b)]. This correlation is not surpris-
ing because the separation between the biexciton and exciton bleach
peaks leads to the biexciton bleach signal being farther away from its
maximum at the ensemble bleach maximum, reducing the BX:X ΔA
ratio. In other words, the value of the BX:X ΔA ratio is determined
by both the “intrinsic” intensities of the biexciton and exciton TA
component spectra and the value of the BX shift. Theoretically pre-
dicted values of the BX:X ΔA ratio are also shown in Fig. 4(b) and
will be discussed in Sec. III D.32

C. Surface effects in exciton and biexciton
TA component spectra

Given that neither the BX shift nor the BX:X ΔA ratios cor-
relate with the QD diameter for our five samples [Fig. 4(a) and
supplementary material, Fig. S29], we hypothesize that the QD
surface chemistry, and in particular fast (compared to the Auger
recombination timescale) surface carrier trapping, may play an
important role in determining the values of both parameters. PL
QY has been shown to report on the degree of trapping in QDs.66
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FIG. 4. Biexciton to exciton TA intensity ratio at the exciton bleach maxima for
each of the five CdSe QD sizes as a function of the (a) QD diameter and (b) BX
shift. The colors correspond to the particle diameter, with blue being 2.6 nm, cyan
3.4 nm, green 3.7 nm, orange 4.0 nm, and magenta 4.8 nm. The gray triangles in
(a) and the gray shaded region in (b) represent the range previously reported from
theoretical predictions for CdSe QDs with diameters from 3.0 to 4.6 nm and will be
discussed in Sec. III D.32 The error in the BX:X ΔA ratio, which we estimate to be
±0.03 predominantly arises from uncertainty in the laser power measurement, not
uncertainty in the MCMC optimization, which we estimate to be ±0.03.

The dominant pathway reducing bandgap PL QY39–42 is the fast (ps
timescale)67–73 trapping of valence band holes. The PL spectra of
the five samples [Fig. 5(a), inset] show bandgap exciton emission
peaks that are roughly Gaussian. We fit these exciton emission fea-
tures and calculate relative exciton PL QY values as described in
Sec. II G. The relative exciton PL QY does not correlate with the
QD diameter [Fig. 5(a)]. We note that the sample with the lowest
PL QY, the 3.4 nm QDs, was size-selected via additional precipita-
tion steps with isopropanol (Sec. II C), likely introducing additional
trap states to the QD surface.41,74 Figure 5(b) shows the relative

FIG. 5. (a) Relative PL QYs of the five CdSe QD samples calculated from the
area under the band-edge emission feature of the unnormalized spectra. Inset:
Normalized PL spectra of the five CdSe QD samples. (b) The relative PL QYs
shown in panel (a) plotted against the BX shift for each QD sample.

PL QY as a function of the BX shift calculated from the TA com-
ponent spectra shown in Fig. 3. The correlation between the two
values suggests that surface trapping plays a role in determining
the BX shift. Because higher BX shifts indicate a higher biexciton
interaction energy, this correlation suggests that the biexciton inter-
actions involving trapped carriers are weaker than those involving
band-edge carriers, presumably due to reduced Coulomb interac-
tions when a carrier is on the surface rather than delocalized in
the QD.

We test the importance of surface trapping in determining the
BX shift suggested by Fig. 5(b), as well as its role in TA compo-
nent spectral intensities, by carrying out TA experiments on a QD
sample with more efficient hole trapping. We prepared this sample
by ligand exchanging the 4.8 nm QDs from the native long-chain
organic ligands to 3-MPA ligands, which are known to quench the
PL QY and introduce additional hole traps to the NC surface.43,75–77

After ligand exchange, these QDs show no detectable PL, confirm-
ing the high degree of hole trapping, which results in excitons that
consist of valence band electrons and trapped holes. The fraction of
these excitons is higher in the 3-MPA capped QD sample than in the
sample with native ligands. The absorption spectra of the pre- and
post-exchange particles in hexanes and formamide, respectively, are
shown in Fig. 6(a).

We performed TA measurements on this ligand-exchanged
QD sample over a range of pump powers (supplementary material,
Fig. S31) to fit the biexciton lifetime and extract the TA compo-
nent spectra. The biexciton lifetime of these 3-MPA-capped QDs
is similar to that of the native-ligand-capped QDs (69 and 57 ps,

FIG. 6. (a) Normalized absorbance spectra of 4.8 nm CdSe QDs with native
TDPA/HDA ligands (black) and 3-MPA ligands (magenta). (b) Exciton and biexci-
ton component spectra for the two samples shown in (a). (c) The same component
spectra shown in (b), normalized at the bleach maximum. (d) The BX:X ΔA ratio
at the exciton bleach maximum for the five native ligand samples (gray), with the
4.8 nm sample highlighted in black. The ligand-exchanged 3-MPA-capped 4.8 nm
QDs are shown in magenta.
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respectively). In Fig. 6(b), we compare the extracted exciton and
biexciton TA component spectra before and after ligand exchange.
The extracted spectra for both the exciton and biexciton components
are weaker in magnitude for the 3-MPA-capped particles than the
native-ligand-capped particles. Recall that these component spectra
are absolute in intensity, meaning that they represent the TA spec-
tra if a sample could be prepared with every QD in the same excited
state. This result is consistent with the recent literature reports that
suggest that fast (∼1 ps) hole trapping removes the valence-band hole
contribution to the bandgap bleach of CdSe QDs.78,79 (Recall that
our data analysis starts at 3 ps and would, therefore, capture the spec-
tra of QDs with trapped holes.) The data in Fig. 6(b) illustrate the
importance of fast carrier-trapping in determining the “intrinsic”
intensities of the biexciton and exciton TA component spectra.

In Fig. 6(c), we compare the exciton and biexciton TA compo-
nent spectra of the QDs with the native ligands and 3-MPA ligands
by normalizing them at their respective bleach maxima. The exciton
component spectra show similar 1S bleach peak positions in both
samples. The biexciton component spectra show a larger difference
in the 1S bleach maximum position between the two samples than
the exciton spectra, with the 3-MPA sample being blue-shifted. In
Fig. 6(d), we add the BX:X ΔA ratio for the 3-MPA-capped QDs as a
function of the BX shift to the data on the five native ligand-capped
QD samples. Along with the decreased BX shift for 3-MPA capped
particles, we observe an increase in the BX:X ΔA ratio. As stated ear-
lier, we suspect that the BX shift is smaller because the electron–hole
interaction is weaker when the hole is trapped, resulting in a reduced
BX binding energy, manifesting in a reduced shift in the TA spectra.
These changes in intensities, relative intensities, peak positions, and
relative peak positions of exciton and biexciton TA component spec-
tra upon ligand exchange demonstrate the importance of fast carrier
trapping in determining the absolute TA spectra of CdSe QDs. We
conclude that these absolute spectra are strongly influenced by the
surface chemistry rather than being intrinsic to a particular QD
composition, size, and shape and are, therefore, likely to vary from
sample to sample in ways that are not straightforward to predict.
This strong impact of surface chemistry likely creates discrepancies
in the relative exciton and biexciton TA spectral intensities between
different studies, as small changes in sample synthesis and prepara-
tion may create relatively large differences in the observed spectral
intensities.

We have thus far illustrated that changes in the BX shift due to
surface chemistry alterations contribute to the differences in BX:X
ΔA ratios measured in our TA data. However, the BX shift alone can-
not account for the ratio of biexciton and exciton TA signals being
less than 2. A linear extrapolation to zero BX shift across the trend
in the five samples with native organic ligands, shown in Fig. S32 in
the supplementary material, leads to a BX:X ΔA ratio of ∼1.55. We,
therefore, next examine the factors that contribute to the intensities
of the TA spectra.

D. Oscillator strengths of exciton
and biexciton transitions

In order to model the expected exciton and biexciton com-
ponents in the TA spectra, we must first understand what signals
contribute to the measured TA spectral components. We illustrate
the contributions to the TA component spectra in Fig. 7(a). For

FIG. 7. (a) Schematic representation of the contributions from band-edge states
to the exciton and biexciton TA component spectra. (b) Simulated ground-state
absorption (black) and exciton absorption (colors) for the 3.7 nm QDs with an
exciton shift relative to the ground state absorption increasing from blue to red.
The range of shifts modeled is from 0 to 30 meV. (c) The resultant exciton TA
spectra for each of the exciton absorption spectra shown in (b). It is assumed
there are no contributions from SE. (d) The BX:X ΔA ratio at the band edge for
each of the exciton TA spectra modeled in (c). The measured value is shown in
black.

simplicity, we only consider the two lowest energy exciton tran-
sitions (1S, 2S) here. Recall that a TA spectrum is the change in
the absorption of the sample in the presence of the pump exci-
tation. When each particle has a single exciton, due to pump
absorption or multiexciton relaxation, the probe light excites the
transition from the existing exciton (X) to the biexciton (BX) state.
There is also stimulated emission (SE) from the exciton (X) to the
ground state (G). With the pump off, the probe excites the G → X
transition exclusively. This leads to an exciton TA component
spectrum with three primary contributions: (1) a bleach of the
G → X for both the 1S and 2S transitions [Fig. 7(a), red], (2) an
induced absorption for the X→ BX transition at the 1S and 2S tran-
sition [Fig. 7(a), blue], which in our samples is redshifted from the
G → X transition, and (3) SE from the cooled 1S state back to the
ground state [Fig. 7(a), green]. The biexciton TA component spec-
trum has two possible contributions: (1) the bleach of the G → X
1S and 2S transitions, and (2) SE from the BX → X states. Since
the degeneracy of the 1Se electron level is two, there is no induced
absorption corresponding to the BX→ TX (triexciton) transition for
either the 1S or 2S state. As a result, the biexciton TA component
spectrum has a stronger bleach signal than the exciton TA compo-
nent spectrum. With a doubly degenerate CB and without any other
factors influencing the absorption strength, a single exciton would
bleach exactly half of the available transitions from the VB to the CB,
and a biexciton would fully bleach the transition. In other words, the
G → X transition would be exactly twice as strong as the X → BX
transition, and the biexciton TA bleach would be exactly twice as
intense, resulting in the commonly assumed ratio of 2.
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To simulate the TA spectra using these relationships, we first
examine the expected contribution from the SE. We estimate the
SE contribution by calculating the individual steady-state absorp-
tion spectra for the exciton and biexciton states and adding their
respective TA component spectra to the overall steady-state absorp-
tion spectrum (Fig. S33). When a state has a net SE, it will manifest
as a steady-state absorption signal that is less than zero15 because
there is more light exiting the sample than was incident upon it. We
only detect this SE signature in the largest QD sizes in the biexciton,
but not exciton, absorption spectra (Fig. S33). Therefore, neglecting
SE from the simulated exciton TA component spectra is a reasonable
assumption for all the samples, and from the simulated biexciton TA
component spectra for all but the 4.8 nm and possibly the 4.0 nm
QD samples. The lack of SE from core-only CdSe QDs, which have
significant hole trapping and relatively low PL QY, is well known
in the literature.39,80,81 Furthermore, SE from the biexciton state in
the larger diameter (4.0 and 4.8 nm) samples will increase the bleach
intensity in the biexciton TA component spectrum. An increase in
the magnitude of the biexciton TA component spectrum as com-
pared to the exciton TA component spectrum results in an increase
in the BX:X ΔA ratio. Therefore, the ratio we simulate is a lower
bound to the ratio excluding changes in absorption strength. Since
SE is included in our measured data, the difference between our
simulated BX:X ΔA ratio and the measured value is the minimum
contribution required from a change in absorption strength. We,
therefore, proceed with our analysis by ignoring SE.

We generate the simulated TA component spectra by starting
with the fitted 1S and 2S steady-state absorption transitions from
main text Figs. 1(d)–1(f). These spectra [e.g., Fig. 7(b), black] cor-
respond to the G→ X absorption transition, which is fully bleached
in both the exciton and biexciton TA component spectra. We next
generate steady-state absorption spectra for the X → BX transition
in a hypothetical sample of QDs with single excitons, with different
energetic shifts between the G → X and X → BX transitions. Recall
that our goal is to test whether the BX:X ΔA ratios we measure can be
produced by the BX shift alone when the G→ X transition is exactly
twice as strong as the X → BX transition. Therefore, we assume the
strength of the X → BX absorption is exactly 1/2 that of the G → X
absorption and then shift the absorption energy of both the 1S and
2S transitions linearly between 0 and 30 meV. It is useful to note that
this is the shift in the steady-state absorption energies, while the BX
shift is an effect observed in the difference spectra, which includes
impacts from a number of factors. For simplicity, we assume 1S
and 2S states shift the same amount. We selected the range of shifts
between the G→X and X→ BX absorption spectra [Fig. 7(b), blue to
red] to be 0–30 meV, which covers the expected range of values from
previous measurements of the biexciton binding energy in CdSe
QDs.23,63,82–88 While larger shifts than those shown in Figs. 7(b) and
7(c) would continue to reduce the BX:X ΔA ratio, the spectral shape
we observe would be inconsistent with anomalously large shifts since
we only see a weak induced absorption to the red of the 1S exciton
feature. Large BX binding energies would result in a large magnitude
of induced absorption in the TA spectra, which is not seen in our
data (Fig. S34). By taking the difference between the G→ X absorp-
tion and the X → BX absorption shown in Fig. 7(b), we generate
the simulated exciton TA component spectra [Fig. 7(c)]. The simu-
lated biexciton TA component spectrum for band-edge transitions
is simply the negative of the G→ X absorption [Fig. 7(b), black].

From these simulated TA component spectra, we can extract
the expected values of the BX shift and the BX:X ΔA ratio. We
plot these values in Fig. 7(d) and compare them to the measured
value for this sample (3.4 nm QDs). We show the same simulated
ratios for the other four QD sizes in Fig. S35. Across all samples,
the values of the BX:X ΔA ratio in the simulated range are con-
siderably larger than the experimentally measured values in Fig. 4.
Additionally, recall that we excluded contributions from SE when
simulating our TA component spectra. Including SE would increase
the simulated ratios even further away from the experimental data
due to the stronger SE from the biexciton state than the exciton. The
differences that we observe between the measured and simulated
BX:X ΔA ratio values are the lower limit. We can, therefore, defini-
tively conclude that the intrinsic BX:X ΔA ratio is intrinsically less
than 2 in CdSe QDs and, therefore, the presence of an exciton will
reduce the oscillator strength of the X→ BX transition relative to the
G→ X transition by more than just statistical factors.

E. BX:X ΔA ratio values in the context
of prior literature

Our results illustrate that discrete excitonic absorption transi-
tions in CdSe QDs have absorption coefficients that depend upon the
number of excited carriers in the QD beyond the known statistical
factors. This is in contrast to assumptions often made when mea-
suring the number of multiexciton states per NC under particular
excitation conditions. For example, when quantifying the efficiency
of multiexciton generation in CdSe QDs using single-wavelength
TA, a fundamental assumption is that the biexciton has exactly twice
the bleach signal as the exciton at the bleach maximum.9,25–27,29

Here, we have shown that for a set of samples that are fundamen-
tally similar (e.g., same solvent, ligand, synthesis procedure), the
BX:X ΔA ratio varies with respect to material parameters beyond
just the QD diameter and is, under all conditions examined here,
significantly less than 2. This suggests that previously measured
multiexciton generation efficiencies underestimate the number of
excitons generated. The pump-power-dependent TA measurements
and global fitting described here can rigorously quantify the number
of excitons or biexcitons in a QD present at different time points of
the excited state decay.

Our observations are in general agreement with the theoretical
prediction of Franceschetti and Zhang in CdSe QDs of 3.0–4.6 nm
diameter, where the calculated BX:X ΔA ratio is 1.49–1.55 at room
temperature (Fig. 4).32 These calculations took into consideration
only core states and did not account for trapping or SE. Nevertheless,
the resulting BX:X ΔA ratios are within the error of our measured
values [Figs. 4 and 6(d)]. The authors ascribe the BX:X ΔA ratios
to two root causes, similar to those we discuss in this manuscript
(Sec. III D): energy shifting and changes in oscillator strength, both
of which they attribute to exciton–exciton interactions.32,89,90

Franceschetti and Zhang further predict that the presence of an
exciton in the system will decrease not just the oscillator strength
of the occupied transition (in this case 1S and 2S) but also unoccu-
pied states (e.g., 1P).32 We observe this reduction in the absorption
coefficient for higher order excitonic transitions (e.g., 1P) (see arrow
in supplementary material, Fig. S35) in almost quantitative agree-
ment with their prediction. Effective mass approximation modeling
of NCs by Takagahara, which explicitly includes both quantum
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confinement and dielectric confinement, suggests that the change in
the NC dielectric constant in the presence of an exciton contributes
strongly to the changes in the oscillator strengths of other transi-
tions.91 Our observed changes in oscillator strength of not just the
occupied states (Fig. S35), but all excitonic states in the QDs, are
consistent with this prediction.

The largest difference between the predictions and our mea-
sured results is in the size dependence. We do not observe the weak
increase of the BX:X ΔA ratio with increasing particle diameter pre-
dicted by Franceschetti and Zhang.32 The predicted size dependence
is relatively small and similar in magnitude to our estimated error in
the BX:X ΔA ratio, so our experiments may not be sensitive enough
to observe such a size dependence. Moreover, the range of values
we measure is wider, and the impact of surface traps on the BX:X
ΔA ratio, described in Sec. III C, is significant. Theoretical results
only considered band-edge carriers. Therefore, while there may be a
weak underlying impact of the QD size on the BX:X ΔA ratio, we
conclude that it is smaller in magnitude than the effects induced
by differences in the BX shift from trapped carriers. We expect that
for heterostructure materials with minimal surface hole-trapping, a
weak size dependence of the BX:X ΔA ratio may emerge.

IV. CONCLUSIONS
In summary, we described a detailed investigation of TA spec-

troscopy measurements on CdSe QD samples carried out over a
range of pump-pulse powers. We analyzed five CdSe QD samples,
with diameters ranging between 2.6 and 4.8 nm, all capped with
their native organic surface-capping ligands, as well as the 4.8 nm
QD sample that was ligand exchanged to 3-MPA. By globally fitting
the pump power series for each sample, we extracted biexciton life-
times as well as exciton and biexciton TA component spectra. The
isolated component spectra represent the TA intensity if all ensem-
ble components were prepared in that particular state. We examined
the spectral shapes, positions, and intensities to reveal how they vary
among each other and across different samples. We found that the
BX:X ΔA ratio does not correlate with particle diameter but does
correlate inversely with the BX shift, which in turn correlates with
relative PL QY. In other words, lower relative PL QY, which indi-
cates a higher degree of carrier trapping, also leads to a smaller
BX shift and, therefore, a reduced biexciton interaction, which con-
tributes to a relatively higher BX:X ΔA ratio, presumably because
of improved overlap of exciton and biexciton peak positions. We
further examined the role of surface trapping with a 4.8 nm QD sam-
ple that underwent ligand exchange to 3-MPA ligands, which are
known to increase hole trapping. The ligand exchange led to notice-
able changes in the absolute intensities of the biexciton and exciton
component spectra and resulted in an increased BX:X ΔA ratio and a
decreased BX shift. By extrapolating the effect of the BX shift to zero,
we found the BX:X ΔA ratio was well below 2 across all samples, even
with the absence of spectral shifts. The magnitude of the observed
BX:X ΔA ratio is similar to theoretical predictions, but the range
of values is broader than the predicted range, presumably because
variations due to surface trapping are larger than variations due
to QD diameter. In the broader context, our work highlights how
surface-related phenomena impact the intensities and shapes of TA
spectra of QDs and demonstrates that the presence of an exciton in a

particular near-bandgap state reduces the intensity of the subsequent
absorption transitions.

SUPPLEMENTARY MATERIAL

See the supplementary material for material characterization,
TA fitting, UV–Vis fitting, TA fitting results and further analysis,
and simulation of transient absorption spectra.
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