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Student understanding around measurement uncertainty is an important learning outcome in physics lab
courses across the US, including at the University of Coloroado Boulder (CU), where it is among the major
learning outcomes for the large introductory stand-alone physics lab course. One research tool for studying stu-
dent understanding around measurement uncertainty, which we use in this course, is the Physics Measurement
Questionnaire (PMQ), an open-response assessment for measuring student understanding of measurement un-
certainty. Interpreting and analyzing PMQ data involves coding students’ written explanations to open-response
questions. However, the preexisting scoring scheme for the PMQ does not fully capture the breadth and depth
of reasoning contained in our students’ responses. Therefore, we created a new coding scheme for the PMQ
based on responses from our students. Here, we document our process to develop a new coding scheme for the
PMQ, and describe the resulting codes. We also present examples of what can be learned from applying the new
coding scheme at our institution.



I. INTRODUCTION AND BACKGROUND

Lab experiences are a key feature of most undergradu-
ate physics programs. They allow students to engage with
concepts and practices that are fundamental to physics, and
STEM more generally. As such, education researchers have
developed, and are currently developing, many assessment
tools that are suited for lab courses, both for instructors to
measure and improve their courses, and for researchers to un-
derstand the unique learning that occurs in lab settings [1-5].

One common learning goal in introductory physics labs
concerns measurement uncertainty [3, 4]. Estimating uncer-
tainties for measurements and using them when interpreting
results is critical to the more general practice of modeling in
experimental physics [6, 7], and thus situates measurement
uncertainty as a fundamental aspect of experimental practice.
As such, there have been several assessments used by physics
education researchers that focus on students’ facility with
measurement uncertainty concepts and practices, for example
[5, 8-11]. They range in scope and in their degree of focus
on measurement uncertainty. We focus here on the Physics
Measurement Questionnaire (PMQ) [8], an established as-
sessment instrument used to study students’ understanding of
measurement uncertainty in physics lab courses.

The PMQ was developed over a decade ago in the context
of a research project concerning lab curriculum reform at the
University of Cape Town, Cape Town, ZA [8]. Starting from
earlier work involving pupils aged 11-16 in York, UK [12],
researchers in Cape Town found that the instruments devel-
oped in York were not suitable for their first-year university
students, and thus developed a new set of survey questions for
their own national and institutional context [8]. These ques-
tions, or probes, compose the PMQ survey itself.

Each probe concerns a particular aspect of measurement in
the context of an experiment involving rolling a ball down
a slope and then measuring the distance it travels in free-
fall. These aspects include data collection, data processing,
and data comparison. An example of one of these probes is
shown in Fig. 1. It asks the student to make a decision in-
volving how to represent a set of data. The data include two
repeated values, hence the probe’s name, UR, for “using re-
peats.” As with all of the PMQ probes, the student makes a
choice and then writes an explanation of their choice. Those
two responses, the choice and the explanation, together form
the data collected from each PMQ probe.

The Cape Town researchers initially interpreted and ana-
lyzed data from the PMQ using a theoretical model from the
work in York [13]. However, they realized that the model
lacked explanatory power and failed to capture the greater
sophistication behind some of their students’ responses [8],
so they developed a new model based on data from their own
context [14, 15]. Their model centers around two paradigms
of measurement: the point paradigm and the set paradigm.
The point paradigm holds that a single measurement can rep-
resent the true value of a physical quantity or measurand, and
that values from individual measurements can be considered
independently of each other. In contrast, the set paradigm

The students continue to release the ball down the slope at a height / =400 mm.
Their results after five releases are:

Release d (mm)
1 436
2 426
3 438
4 426
5 434

The students then discuss what to write down for d as their final result.

I wonder what we
should write down
as our final result
ford.

FIG. 1. The UR (“using repeats”) probe of the PMQ. Students are

prompted to “Write down what you think the students should record
as their final result for d,” and then to “Explain your choice.”

recognizes that no individual measurement can yield the true
value of the measurand, and that multiple measurements will
form a distribution, providing increasingly more information
about the measured quantity. The set paradigm tends to be
more aligned with a probabilistic approach to measurement
uncertainty [15], and characteristic of expert-like reasoning.

Our past work used the PMQ and the paradigm model to
measure learning in an introductory physics lab course at the
University of Colorado Boulder (CU) in Boulder, Colorado,
US. Despite our context differing from that in which the PMQ
was developed, we found that the PMQ nonetheless prompted
responses from our students that could be analyzed using the
point and set paradigms [16, 17].

At the same time, we also observed a greater variety and
depth in our students’ responses than could be captured by
the paradigms, and realized that in order to better understand
our students’ reasoning, we needed to extend the paradigm
model. To that end, we document here the creation of a
new coding scheme for the PMQ, based on responses from
students in the introductory physics lab course at CU, and
present preliminary results from students in that course. We
aim to achieve two goals: (i) to explicate how we developed
a new coding scheme for the PMQ that is suited for use in
a large introductory physics lab course at our US institution,
and (ii) to demonstrate the deeper insight offered by the new
coding scheme through preliminary results from that course.

II. CONTEXT AND METHODS
Our new coding scheme for the PMQ was developed in the
context of a stand-alone large-enrollment lab course at CU,
which students typically take during their second semester of
study as their first physics lab course at CU. Most students
have completed an introductory course in mechanics and are



concurrently taking an introductory course on electricity and
magnetism. Self-reported information regarding gender, race,
ethnicity, and major from the students who completed this
course in Spring 2018, a semester studied here, can be found
in ref. [18]. More information about this course can also be
found in refs. [16, 17, 19].

As one of the instructors of the course, HIL administered
the PMQ electronically at the beginning (pre) and end (post)
of the course in every semester from Fall 2016 through Spring
2018. In all semesters, both pre and post surveys counted as
assignments that were graded for participation only, repre-
senting 1-2% of the final course grade. The PMQ assignment
was completed in class through Spring 2017. A transformed
version of the course was taught starting in Fall 2018, and
from that semester onward the PMQ was completed outside
of class using a link provided via email. Our analysis of PMQ
responses from this course, including the development and
application of a new coding scheme for those responses, oc-
curred over the same time period and continues to the present.

To develop a new coding scheme for the PMQ, RH initially
coded anonymized responses collected in Fall 2016, with in-
put from others on the research team. Only four of the PMQ
probes were considered, and they remain the focus through-
out this work. Those probes were RD (for “repeated dis-
tance”), UR (for “using repeats”), SMDS (for “same mean
different spread”), and DMSS (for “different mean same
spread”). We chose not to use the other PMQ probes because
they were either incompatible with the electronic administra-
tion format, considered less useful by the researchers from
Cape Town, or did not appear on both the pre-test and post-
test versions of the PMQ. Starting with the original codes
developed in Cape Town [20], RH added additional codes
generated inductively to represent the unrepresented lines of
reasoning in our data. After the set of codes was expanded,
the research team together assigned a paradigm to each code:
point, set, or neither/unknown if the responses represented by
a code were insufficient to determine the students’ underlying
reasoning paradigm. Results from analysis of those assigned
paradigms was reported in refs. [16, 17].

After that initial analysis, BP, HJL, and DRDF consoli-
dated the set of expanded codes, grouping them thematically
to create a scheme with fewer codes and more detailed de-
scriptions. Doing so made the scheme more tractable as a
research tool. As with the original coding scheme from Cape
Town, we created a separate set of codes for each of the four
PMQ probes we studied. Each code includes a two-character
identifier, a name, and a definition. Each code is explicitly
associated with a paradigm, represented by the first character
of the identifier (P, S, or U). We allow multiple codes to be
assigned to a single response.

This consolidated set of codes was first applied and re-
fined using PMQ responses collected in Fall 2017. A random,
anonymized subset of 20 responses to a single probe was col-
laboratively coded by RH and BP in order to elucidate ambi-
guities in the code definitions. After discussing and refining
the code definitions together, RH and BP separately coded an

additional 40 anonymized, random responses, ensuring that
none of the first 20 were included in this second subset. We
calculated the Cohen’s kappa statistic [21, 22], a measure of
inter-rater reliability, from these code assignments. RH and
BP discussed any responses to which their code assignments
disagreed, and further refined the code definitions as needed.

The above process was repeated for each of the four PMQ
probes, yielding kappa values of 0.42 for RD, 0.78 for UR,
0.65 for SMDS, and 0.70 for DMSS. We decided that the
kappa value for the RD probe was unsatisfactory, and selected
a different set of 40 responses for RH and BP to code sep-
arately after further refinement of the RD code definitions.
That subsequent set of code assignments yielded a kappa
value of 0.63, which we deemed sufficient to proceed. We
note that this wide range of kappa values is indicative of the
challenges in capturing the subtlety in the student thinking
prompted, to varying degrees, by each probe.

RH then used our final code definitions to code responses
from Spring 2017 and Spring 2018. Before coding, RH
anonymized and shuffled together all of the pre and post re-
sponses to avoid unintentional bias or other systematic effects
based on student identity or timing.

Here, we report a subset of results from a preliminary anal-
ysis of responses from Spring 2018, carried out by BP, as an
indication of the utility of our coding scheme. Only students
who completed the PMQ at both the beginning and the end of
the course were included in this analysis, which resulted in a
data set of 499 matched responses. We count the number of
times each code was assigned in the pre, and in the post, data
set, and calculate corresponding uncertainties on those counts
using the binomial proportion confidence interval at the 95%
confidence level. We then take the difference between the
number of post responses and pre responses for each code,
with propagated uncertainties. For each code, we interpret a
difference with an uncertainty interval that excludes zero as a
statistically significant shift between pre and post data sets.

III. RESULTS

The full set of codes in our new scheme consists of 12-16
codes for each of the four PMQ probes we studied, roughly
evenly split within each probe between point paradigm codes,
set paradigm codes, and unknown codes. We present a selec-
tion of codes in Table I, as examples of the new PMQ coding
scheme. We selected these codes to illustrate some of the
more subtle distinctions we encountered while creating our
new coding scheme, which we describe in this section. We
also include examples drawn from the PMQ responses in our
data set to exemplify these codes.

The RD probe prompts students to decide whether to re-
peat a measurement several times, exactly two times, or only
once. Even if a student decides that multiple trials are neces-
sary, their explanation can still fall into the point paradigm if
their reasoning evaluates each data point in isolation to decide
if it is the true value of the measurand. The P2 code of the RD
probe (denoted RD-P2) represents one such line of reasoning,
as in the explanation, “Multiple trials help confirm results and
eliminate previous errors.” However, some explanations de-



TABLE I. Selected codes from the new PMQ coding scheme.

Probe Identifier Name

Definition: '"Argument is that..."

RD P2 Identify the outliers after all mea- ...repeated measurements are needed in order to know which measurements were
surements mistakes or outliers, after all measurements are taken. This code includes the idea
that the experimenter must get the same result at least twice for it to be correct.
U2 More data cancels out error ...the experimenter needs to take more data to cancel or outweigh the effect of error.
UR P1 Choose single value ...the experimenter should choose a single value to report (for any reason).
S2 Why average is useful ...reporting the average is best, because (in general) it accounts for fluctuations or
errors, or because it predicts future measurements.
S3 Why average is appropriate in this ...reporting the average is best because all of this data matters, or because the spread
case of this data is small enough. Includes reporting all data as well as the average.
S4 Report average and spread ...the experimenter should report the average and the uncertainty/range/spread.
S5 How to compute ...the response explains how to compute the average.
DMSS P3 Means close enough, treats average ...the groups agree because the means are close enough.
as point
S1 Means are close enough, talks about ...the groups agree because the averages are close enough. Argument contains no

statistical variation in general

reference to spreads, but does discuss statistical variation in general.

scribe the purpose of multiple data points more generally, for
example, “Repetition can help minimize error.” The reason-
ing behind this second response hinges on the meaning of the
word “error.” The RD-U2 code was assigned in this case to
capture the ambiguity between two possible interpretations:
one in which the word “error” refers to mistakes, and the other
in which “error” refers to statistical uncertainty, thus making
the response fall into the set paradigm.

The UR probe is shown in Fig. 1. While most students at
CU respond to this probe with reasoning aligned with the set
paradigm [16], there are nonetheless salient differences be-
tween their responses. For example, one student reported the
average because it “takes into consideration of all the points.”
This reasoning aligns with the set paradigm, as it sees each
data point as contributing to a single result of the measure-
ment process. We assigned the UR-S2 code to this explana-
tion. Another student wrote, “I decided to take the average of
all the results, seeing as they seem to fall within a decently
confined range.” While similar to the previous response, this
one supports the use of an average because of features of
this data set in particular. While still falling within the set
paradigm, as it takes into account the set of measurements
as a whole, it relies on these particular data having a small
enough spread. The response suggests that in cases where the
spread was larger, an average might not be the appropriate
value to report. We assigned the UR-S3 code here, distin-
guishing it from the first response represented by UR-S2.

The DMSS probe asks students to decide whether two sets
of data agree with each other. The probe presents two tables
of five values each, and the average for each set of values. The
two sets have different means, but very similar spreads, with
the difference in averages being less than the standard devi-
ation of either data set. While this probe strongly prompts
students to use averages in their response, responses can still
fall in the point paradigm if the underlying reasoning treats
the two averages as points in their own right, considered in-
dependently as candidates for the true value of the measur-

and. For example, the explanation, “[The groups agree be-
cause] the difference between the two averages is very low,”
takes only the two average values into account, ignoring other
properties of the data. We assigned the DMSS-P3 code to
this response. In contrast, the explanation, “They most likely
agree, although it would be easier to decide if they agree if we
knew the tolerance in the measurement,” recognizes that the
result of a measurement involves more than just an average.
We assigned the DMSS-S1 code to this response. It does not
specify what the “tolerance” is, how to calculate it, or how to
use it to decide if the results agree, each of which would be
represented by other set paradigm codes. Nonetheless, this
response recognizes that information beyond the two average
values is required, and thus falls within the set paradigm as
represented by the code DMSS-S1.

To illustrate the insight offered by our new coding scheme,
we will focus on results using the UR probe from the pre and
post administrations of the PMQ in the Spring 2018 semester.
For context, in Spring 2018, of all the matched UR responses,
93.8% of pre and 97.4% of post responses aligned with the set
paradigm. While these two distributions are statistically dis-
tinct (using the Mann-Whitney U-test at the 5% significance
level [23]), they offer little practical significance due to the
high incidence of set reasoning in pre and post.

The differences between the post and pre counts for each
new UR code are displayed, along with corresponding uncer-
tainty intervals, in Fig. 2. There were statistically significant
decreases in the number of responses assigned UR-S2, UR-
S3, UR-P1, and UR-SS5, and there was a statistically signif-
icant increase in the number of responses assigned UR-S4.
The definitions of these codes are included in Table I. While
the UR-P1 code is the only one of these falling under the
point paradigm, the others represent various lines of reason-
ing that all fall within the set paradigm. Our coding scheme
distinguishes between these lines of reasoning, allowing us
to characterize changes in students’ arguments even when the
overall paradigm of those arguments remains consistent.



[N Statistically distinguishable from zero
[ statistically indistinguishable from zero

Difference in number of responses (Post - Pre)

Code Identifier (UR probe)

FIG. 2. Differences in pre-post code distributions from Spring 2018
for the UR probe, representing 499 pre-post matched responses.

IV. DISCUSSION

In this section, we provide an interpretation of the results
shown above and discuss their wider implications. First, how-
ever, we note some limitations of our study.

This work involves student responses collected from a sin-
gle institution, CU, which is a large, research-focused, highly
resourced, primarily white institution of a type that is overrep-
resented in literature [24]. Further work, with a broader range
of students and institutions, is needed to determine whether
our coding scheme is applicable beyond CU. Additionally,
our coding scheme is based on responses of students enrolled
in an introductory physics lab class, and is intended only for
measuring understanding around measurement uncertainty at
the introductory undergraduate level. Using these codes to
categorize responses from students at other levels of study
will likely first require significant modification of the coding
scheme, and possibly also the PMQ probes themselves.

As a final limitation, we note that while our new coding
scheme better describes the breadth and depth of CU stu-
dents’ reasoning around measurement uncertainty probed by
the PMQ, its overall utility is still limited by the range and
depth of reasoning that the PMQ itself elicits. The probes of
the PMQ concern concepts and practices around basic statis-
tical approaches to understanding and quantifying uncertainty
modeled as a stochastic process. This scope is narrow when
compared to the plethora of ideas and techniques that consti-
tute measurement uncertainty in experimental physics.

We now discuss the results presented in the previous sec-
tion, starting with some broader implications from our new
coding scheme. We created this new scheme for the PMQ be-
cause the coding scheme from Cape Town did not transfer to
Boulder at a deeper level than the paradigm model. However,
a viable set of codes emerged from CU students’ responses to
the PMQ, suggesting that the PMQ itself is robust enough to
transfer from Cape Town to Boulder and prompt a variety of
responses around measurement uncertainty in a new national
and institutional context.

The UR probe in particular illustrates the utility of our cod-
ing scheme in the CU context. This probe is notable because
our students provide pre responses that are predominately in
the set paradigm, leaving little room for shifts towards set
reasoning in the post responses [16]. Such paradigm-level re-
sults offer little insight into the student reasoning that the UR
probe aims to provide. On the other hand, analyzing differ-
ences within the set paradigm using our new coding scheme
provides greater insight. Specifically, we see a consolidation
of response types between pre and post data sets, where a va-
riety of set arguments (UR-S2, UR-S3, and UR-S5) become
less prevalent in favor of a different type of response (UR-
S4) within that same paradigm. UR-S2, UR-S3, and UR-S5
concern responses that consider only the average of a set of
data. However, UR-S4 indicates reasoning that takes into ac-
count other properties of a set of data, in particular its spread.
We believe that the UR-S4 code represents a more complete
understanding of measurement uncertainty. That interpreta-
tion suggests that students displayed a fuller understanding of
measurement uncertainty over the course of the introductory
physics lab course in Spring 2018. This added value over the
course of the semester, as measured by the UR probe of the
PMQ, would not be apparent by analyzing PMQ responses
merely using point and set paradigms, or in a more general
sense, without measuring learning outcomes with the depth
and specificity necessary to study learning in lab settings.

V. CONCLUSIONS

This work addresses the two goals discussed at the outset.
Regarding the first goal, we described our process for devel-
oping a new coding scheme for the PMQ. The codes we cre-
ated emerged from PMQ responses from students enrolled in
multiple semesters of the introductory physics lab course at
CU, and capture the range of responses observed in that con-
text. Through independent coding and discussion of defini-
tions among multiple researchers, we refined our set of codes
to capture and distinguish the scope of underlying reasoning
from students in that course. Regarding the second goal, we
demonstrated the utility of our coding scheme by analyzing
pre and post responses, and showed that the results of such
analyses offer insight beyond the paradigms used previously.

Further study will involve additional analysis of these re-
sults, providing a more complete picture of how students’ un-
derstanding of measurement uncertainty changed after taking
the intro physics lab at CU. This insight will help to improve
that course and potentially other introductory physics labs,
and contribute to a better understanding of the varied and in-
valuable learning opportunities that lab courses offer.
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