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a b s t r a c t 

The ability to record large field-of-view images without a loss in spatial resolution is of crucial impor- 

tance for imaging science. For most imaging techniques however, an increase in field-of-view comes at 

the cost of decreased resolution. Here we present a novel extension to ptychographic coherent diffractive 

imaging that permits simultaneous full-field imaging of multiple locations by illuminating the sample 

with spatially separated, interfering probes. This technique allows for large field-of-view imaging in am- 

plitude and phase while maintaining diffraction-limited resolution, without an increase in collected data 

i.e. diffraction patterns acquired. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

Ptychography coherent diffractive imaging (CDI) is a phase-

contrast imaging technique capable of providing quantitative, high

fidelity reconstructions of the complex amplitude of an object of

interest [1–3] . Unlike conventional CDI [4] , ptychography CDI in-

troduces translational diversity into data acquisition by scanning

an illuminating probe across an extended object and recording the

diffracted light at many positions, each with an overlapping field-

of-view. The redundancy in the data over-constrains the phase re-

trieval problem, allowing a unique complex transmission or reflec-

tion function for the object to be recovered, depending on the

imaging mode used [5,6] . Moreover, the redundancy in a ptycho-

graphic data set can also be used to recover the complex ampli-

tude of the illumination beam [1,3] , correct for experimental errors

in scan positions [7–9] , solve for missing diffraction data [10] , per-

form super-resolution imaging [11] , and deconvolve the incoherent

modes of the illuminating function and mode-specific response of

an object [12,13] . 

Another significant accomplishment of ptychography CDI is its

ability to mitigate the Nyquist sampling condition on the diffracted

wave intensity that previously limited the sample size when us-

ing single-diffraction-pattern CDI techniques [14] . To overcome this

constraint, ptychography CDI generally operates in an area-by-area
∗ Corresponding author. 

E-mail address: charles.bevis@colorado.edu (C. Bevis). 

d

 

o  

r  

http://dx.doi.org/10.1016/j.ultramic.2017.08.018 

0304-3991/© 2017 Elsevier B.V. All rights reserved. 
canning modality, allowing for an image field-of-view that grows

ith the size of a scan. This comes at the cost of increased scan

ime and data acquisition required. Indeed, the limited through-

ut of ptychographic imaging systems remains an obstacle for large

eld-of-view imaging. 

Previous work that made progress on this challenge includes

he implementation of a single-shot ptychographic experimental

onfiguration [15] that is capable of producing images with near

iffraction-limited spatial resolution when used with visible light.

owever, because of its reliance on refractive optics, it is difficult

o implement in regions of the spectrum (e.g. X-ray) where qual-

ty optics are simply not available. An alternative sampling crite-

ia [16,17] has been proposed which frees a ptychographic imag-

ng system from the oversampling criteria common to other CDI

echniques, allowing a larger illuminating probe to be used dur-

ng a scan. However, systems using this sampling criterion do not

fficiently scale to large field-of-view images due to an increased

edundancy in the overlap of adjacent scan positions. Thus, a prac-

ical implementation allowing for a diffraction-limited, large field-

f-view ptychographic imaging system is yet to be realized. Recent

ork has shown that by spatially separating the modes of the il-

uminating beam or by using multiple mutually incoherent illumi-

ating beams, multimode ptychography algorithms [12,13] can be

sed to reconstruct a larger field-of-view without an increase in

ata acquisition or loss in resolution [18] . 

In this work, we demonstrate diffraction-limited, large field-

f-view ptychographic imaging using multiple, spatially sepa-

ated, mutually coherent illuminating probes. This increases the

http://dx.doi.org/10.1016/j.ultramic.2017.08.018
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ultramic
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ultramic.2017.08.018&domain=pdf
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Fig. 1. The experimental geometry for this proof-of-principle demonstration. Note the exact specifications of the pinhole array is dependent on the type of filtering technique 

implemented in the apparatus. 
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hroughput of the microscope by a factor corresponding to the

umber of probes, while leaving the scan time and acquired data

olume unchanged. When configured for optimal performance, this

echnique represents the most efficient use of the ptychographic

ata set for large field-of-view imaging to date. Using an optical

ransmission mode CDI microscope as shown in Fig. 1 , we ex-

lore large field-of-view imaging capabilities using three unique

ethods to image three different samples. Finally, we discuss the

mage fidelity of the reconstructed objects and compare images

btained using both multi-beam and single-beam ptychography

maging modalities. 

. Methods 

In ptychography CDI, the illuminating probe is subject to an

versampling constraint [19,20] that restricts its transverse size.

atisfying the oversampling constraint allows the resulting diffrac-

ion intensities to be Nyquist sampled by the detector. However, if

 second illuminating probe is added to the system, interference

erms between the two probes will be introduced at the detector.

raditional ptychography algorithms interpret these two individual

robes as a single illumination function, which greatly restricts the

llowable size and separation of the probes on the sample, as the

ntire probe system must satisfy the oversampling condition. 

It is possible to suppress this interference and effectively con-

ert the measured signal to an incoherent sum of the diffraction

rom all the probes. This suppression can be achieved through dig-

tal filtering of the data after acquisition, which we refer to as au-

ocorrelation filtering ( Section 2.1 ). In a complementary approach,

he experimental parameters can be tuned to naturally remove the

nterference from the measured signal, which we refer to as alias

loaking ( Section 2.2 ). 

.1. Autocorrelation filtering 

Consider a transmission ptychography experiment with two

dentical, mutually coherent, beams with finite support incident on

n extended sample, and separated by a center-to-center distance

x and wavelength λ. We work in the projection approximation

uch that the full exit surface wave just after the sample is given

y the sum of the contributions from each probe function multi-

lied by the object i.e.: ψ(x ) = O (x ) P (x ) + O (x ) P ( x − �x ) , where
1 2 
( x ) is the exit surface wave, O( x ) is the object transmission func-

ion, and P n ( x ) is the n 

th probe function. During a scan, a detector

ositioned in the far-field a distance z away, will record the inten-

ity of the diffracted wave as 

 ( f ) = | F { ψ ( x ) } | 2 , (1) 

here F{} is the 2D Fourier transform operator. Using the form

f ψ( x ) given above, we compute the Fourier transform. Using the

onvention 

˜ H ( f ) ≡ F { H(x ) } : 
 { ψ ( x ) } = F { O ( x ) P 1 ( x ) + O ( x ) P 2 ( x − �x ) } 

= 

˜ O ( f ) � ˜ P 1 ( f ) + 

˜ O ( f ) �
[

˜ P 2 ( f ) e 
2 π i ( �x · f ) 

]
. (2) 

Where � is the 2D convolution operator. Taking the absolute

quare gives the intensity of the wave at the detector, I det . 

 

det ( f ) = 

∣∣ ˜ O ( f ) � ˜ P 1 ( f ) + 

˜ O ( f ) �
[

˜ P 2 ( f ) e 
2 π i ( �x · f ) 

]∣∣2 

= 

∣∣ ˜ O ( f ) � ˜ P 1 ( f ) 
∣∣2 + 

∣∣ ˜ O ( f ) �
[

˜ P 2 ( f ) e 
2 π i ( �x · f ) 

]∣∣2 

+ 

(
˜ O ( f ) � ˜ P 1 ( f ) 

)(
˜ O ( f ) �

[
˜ P 2 ( f ) e 

2 π i ( �x · f ) 
])∗

+ 

(
˜ O ( f ) � ˜ P 1 ( f ) 

)∗(
˜ O ( f ) �

[
˜ P 2 ( f ) e 

2 π i ( �x · f ) 
])

, (3) 

here () ∗ indicates the complex conjugate of the quantities en-

losed. Here, we clearly see that in addition to a sum of the inten-

ity of the diffracted waves, we also have a cross term that gives

ise to interference on the detector. Multimode ptychography algo-

ithms are not designed to interpret interference arising from mul-

iple coherent probes. So before such algorithms are employed, this

nterference must be removed. 

By examining the functional form of the convolution operation,

he following term can be rewritten 

˜ 
 ( f ) �

[
˜ P 2 ( f ) e 

2 π i ( �x · f ) 
]

= e −2 π i ( �x · f ) 
(

˜ O ( f ) e 2 π i ( �x · f ) 
� ˜ P 2 ( f ) 

)
(4) 

Eq. (3 ) is now rewritten as 

 

det ( f ) = 

∣∣ ˜ O ( f ) � ˜ P 1 ( f ) 
∣∣2 + 

∣∣[ ˜ O ( f ) e 2 π i ( �x · f ) 
]

� ˜ P 2 ( f ) 
∣∣2 

+ 

(
˜ O ( f ) � ˜ P 1 ( f ) 

) ([
˜ O ( f ) e 2 π i ( �x · f ) 

]
� ˜ P 2 ( f ) 

)∗
e 2 π i ( �x · f ) 

+ 

(
˜ O ( f ) � ˜ P 1 ( f ) 

)∗([
˜ O ( f ) e 2 π i ( �x · f ) 

]
� ˜ P 2 ( f ) 

)
e −2 π i ( �x · f ) . 

(5) 
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Fig. 2. A flowchart depicting the process of autocorrelation filtering. (a) Two coherent probes (green squares) are incident on an object. (b) The resulting field propagates to a 

detector located in the far field, recording a diffraction pattern that contains interference from the interaction of the exit surface wave of each probe. (c) Fourier transforming 

the signal intensity brings it into autocorrelation space, where the (d) incoherent sum of the exit surface waves (central peak) can be filtered from the interference terms 

(side peaks), provided the system satisfies Eq. (7 ). (e) Inverse transforming the filtered signal yields an incoherent sum of the diffraction from each probe that can then be 

used for the reconstruction. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 3. The results of a simulation showing the dependence of the normalized error introduced by the presence of interference fringes on the signal as a function of the 

dimensionless parameter = �x /D . The exact form of this curve depends on the shape of the probe functions. This simulation was performed using two square illuminating 

probes, with an oversampling for each individual probe of σ = 6. The multiple regions where autocorrelation filtering is permitted are shown in striped green regions while 

the local minima indicate points where alias cloaking is permitted. The width of these regions will also vary with σ , in accordance with Eq. (7) . The smaller insets depict 

autocorrelation space as it appears in the various filtering regions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 

of this article.) 
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Now, in a procedure similar to [21] , we take the Fourier trans-

form of the intensity given in Eq. (5) which brings us to the au-

tocorrelation space of the diffracted surface wave. Eq. (5 ) then be-

comes 

F 

{
I det ( f ) 

}
= O ( x ) P 1 ( x ) � O ( x ) P 1 ( x ) 

+ O ( x − �x ) P 2 ( x ) � O ( x − �x ) P 2 ( x ) 
+ [ O ( x ) P 1 ( x ) � O ( x − �x ) P 2 ( x ) ] 
∗

� δ( x + �x ) 

+ [ O ( x ) P 1 ( x ) � O ( x − �x ) P 2 ( x ) ] � δ( x − �x ) , (6)

ith � representing a 2D cross-correlation. The first two terms in

q. (6 ) contain information pertaining to the autocorrelation of

ach term of the exit surface wave ψ( x ). The last two terms can

e thought of as the cross-correlation of the contributions to ψ( x )
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rom the two probes and contain the information regarding the

nterference at the detector plane. Notice, each cross-correlation

erm is shifted by an amount ±�x due to the shifting property

f the Dirac delta distribution. Because the probe functions have

nite support, each term in Eq. (6 ) is also of finite extent, with a

idth equal to the sum of each individual probe. This results in

istinct autocorrelation and cross-correlation “peaks” when view-

ng the data in this space. 

With careful selection of diameter and separation of the illu-

inating beams, it is possible to isolate the autocorrelation terms

rom the cross-correlation terms. Then, by applying a filter to re-

ove the cross-correlation peaks and inverse transforming, the

nterference is removed and we are left with data composed of

he incoherent sum of the diffraction produced from each term in

( x ). The filtered data can then be used with an incoherent mul-

imode ptychography algorithm to reconstruct a complex image of

oth the illuminated fields-of-view of the object and the incident

robe functions. This process is represented in Fig. 2 , where the

utocorrelation and cross-correlation peaks are seen to be distinct

n autocorrelation space. 

As long as the cross-correlation and autocorrelation peaks do

ot overlap in autocorrelation space, this filtering is possible. We

an use this requirement to define regions of the parameter space

here filtering is permitted. First, we consider that the cross-

orrelation peaks must be sufficiently offset from the central au-

ocorrelation peaks such that there is no spatial overlap between

hem. This means the separation between the probes, �x , must be

arger than the full width of the central autocorrelation peak. The

utocorrelation of a function with finite support is twice the width

f the function itself. Defining the characteristic probe width in the

bject plane, D , we find the lower bound for the probe separation

o be �x ≥ 2 D . 

We define the linear oversampling of a single beam as σ =
z / p D , where λ is the central wavelength of light, z is the dis-

ance from the object plane to detector plane, and p is the detector

ixel size. Using relations between the detector and object plane,

e define X ≡ λ z / p as the reconstructed field-of-view per scan

osition. With this new definition, the oversampling may be writ-

en as σ = X /D . Most CDI techniques require σ ≥ 2 [14] . 

When autocorrelation filtering, we must also consider the ad-

itional information present in our data that must be removed

hrough filtering. This means the system must provide room for

ach peak in autocorrelation space to exist without overlapping

ith the central peak, which places the additional constraint that

entral autocorrelation peak should be no larger than half the

eld-of-view of the reconstructed object, or in terms of the over-

ampling parameter: σ ≥ 4. Considering the geometry that leads to

he most efficient packing of information in autocorrelation space,

uch that the various cross-correlation peaks are just shy of inter-

ecting with the central maximum, the upper bound for the probe

eparation is �x ≤ X − 2 D . 

As the probe separation increases, the frequency of the inter-

erence fringes also increases, until they become greater than the

ampling frequency of the detector and begins to alias. Severe

liasing causes the cross-correlation peaks to cyclically shift toward

nd away from the autocorrelation peak, giving rise to many re-

ions where autocorrelation filtering is possible. These conditions

re best expressed in the dimensionless inequality 

 ≤ mod 

(
�x 

D 

, σ

)
≤ σ − 2 (7) 

here mod is the modulus operator. 

To examine the performance of this filtering technique, we

onsidering the deviations of the interfering signal intensity,

 I , to that of a signal intensity produced by a single probe

unction, S . We compare these deviations as a function of a
N 
imensionless parameter �L ≡�x / D . We characterize this de-

iation using a root-mean-square error metric of the form:

 rms ( �L ) = 

√ 

1 
M 

∑ 

m 

[ S I ( �L ) − S N ( �L ) ] 2 , where M is the number of

lements within each signal. We then normalize this error by the

MS value of S N to arrive at a normalized error that character-

zes the relative impact of the interference fringes as a function of

robe separation and individual probe size. Fig. 3 shows the result

f a simulation depicting the dependence of the normalized error

s �L is varied. Here, multiple regions where autocorrelation filter-

ng is permitted are swept through, in accordance with Eq. (7 ). The

llowed regions are shown in green with diagonal black striping.

hus, greater experimental flexibility is realized as we see there

re repeating regions of parameter space where this autocorrela-

ion filtering technique is valid. 

.2. Alias cloaking 

Referring again to Fig. 3 , we see that as �L is varied, there are

oints where the error introduced by the interference fringes is

aturally minimized. In the previous section we showed that it was

ecessary to couple our beam separation with the oversampling of

 single beam in the system, forcing a limitation on an individ-

al probe size such that σ ≥ 4. This allows Eq. (7 ) to be satisfied

nd the various cross-correlation and autocorrelation peaks remain

istinct in autocorrelation space. The typical requirement in CDI is

≥ 2, so autocorrelation filtering does not allow the largest possi-

le probe size permitted by the system. 

In order to overcome this limitation, we construct a system

here the cross-correlation peaks are suppressed without the need

or digital filtering, as is automatically the case when probes of

on-interfering modes are used [12,13,18] . In terms of autocorre-

ation space, this allows the central peak to fill the entire space,

aximizing the allowable size of the input beam and the informa-

ion collected per scan position. This is accomplished by shifting

he filtering process from a post-processing technique to an exper-

mental condition in which we take advantage of aliasing effects

ue to the finite pixel size of the detector. 

To begin, we rewrite Eq. (5 ), so that the intensity on the detec-

or is written as 

 

det ( f ) = 

∣∣ ˜ O ( f ) � ˜ P 1 ( f ) 
∣∣2 + 

∣∣[ ˜ O ( f ) e 2 π i ( �x · f ) 
]

� ˜ P 2 ( f ) 
∣∣2 

+2 

∣∣ ˜ O ( f ) � ˜ P 1 ( f ) 
∣∣ ∣∣[ ˜ O ( f ) e 2 π i ( �x · f ) 

]
� ˜ P 2 ( f ) 

∣∣
cos [ 2 π i ( �x · f ) ] . (8) 

Written in this form, and using the mapping between frequency

nd detector space, f = x /λz, it becomes obvious the inference be-

ween the two beams on the detector occurs with some mean fre-

uency given by f I = �x/λz, with �x = | �x | . The signal is sam-

led at the detector with a frequency f s = 1 /p. However, because

he pixels are finite, the value recorded by the detector is the inte-

rated intensity within the pixel area. We now take f I to be greater

han f s , such that the detector under samples f I . In this scenario,

he interference frequency is aliased back to some frequency given

y 

f a = mod ( f I , f s ) . (9) 

The interference frequency is aliased to zero when f I is an inte-

er multiple of f s . By equating f I and f s , we find this aliasing occurs

t the critical probe separation 

x c = 

Nλz 

p 
, (10) 

here N is an integer. 

Due to the finite size of the detector pixels, the visibility of the

nterference at frequencies in the vicinity of f are also suppressed.
I 
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Fig. 4. (a) The experimental setup used to test the autocorrelation filtering tech- 

nique, the small inset displays an example of autocorrelation space for the pin- 

hole array used during this experiment. (b–c) The complex amplitude of the recon- 

structed probes recovered from the multimode ptychographic reconstruction after 

autocorrelation filtering, brightness is amplitude and hue represents phase. (e–f) 

The complex amplitude of the reconstructed image of the NUSAF test chart sample. 

(h) A diagram of groups 4–7 of a USAF resolution test chart. The dashed lines show 

the relative positions of each reconstructed area in (e–f). The recovered probes and 

objects are paired by row. The scale bar of 200 μm and color wheel shown in (b) 

are common for (c–g). (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 
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Thus, by tuning the separation of the probes, it is possible to sup-

press the frequencies contributing to the interference fringes, mak-

ing the cross term in Eq. (8 ) small in comparison to the incoherent

sum term. It is true that only one frequency is completely sup-

pressed using this method, though frequencies in the vicinity of f I 
are also attenuated. These frequencies are treated in detail in the

Supplemental Information. Once aliased, the recorded data effec-

tively appear to be an incoherent sum of the diffraction data from

each individual probe and can be directly reconstructed using a

multimode ptychography algorithm. 

As the ratio of �x /D becomes larger, the slope of the er-

ror surrounding the minima decreases, meaning the system be-

comes more resilient to misalignment as the beam separation is

increased. Fig. 3 can be further extended to show that at large

values of �L , the error introduced by the interference is naturally

suppressed at all values of �x thus the restrictions on the system

parameters to obtain alias cloaking are greatly relaxed. 

3. Experimental results 

The schematic of our visible-wavelength transmission-mode

ptychographic microscope is shown in Fig. 1 . Although the two

methods described above require a slightly different apparatus,

they share common elements to produce and shape the beam,

as described here. We use a fiber-coupled laser diode, [Blue Sky

Research FTEC2 658–60, λ= 656 nm] which propagates through a

spatial filter [Newport, 900: with a 5 μm pinhole 900PH-5 and M-

10X objective]. The filtered beam is then collimated by a lens with

focal length f = 5 cm. At this point the setup must be optimized for

the different techniques and samples, as described for each exper-

iment below. 

3.1. Autocorrelation filtering 

Using the setup described above, a collimated beam is trans-

mitted through a pinhole mask consisting of three pinholes in an

l -shape formation, fabricated using black aluminum foil [Thorlabs,

BKF12] in which three holes are punched. The pinholes ranged in

size from 90-175 μm, with separations of approximately 0.75 mm.

The pinholes are imaged onto the sample using an imaging lens

with focal length f = 10 cm; the imaging system has magnification

M = 1. The incident light is scattered though a Negative United

States Air Force (NUSAF) resolution test chart [ThorLabs, R3L3S1N]

and is captured by a Fourier transform lens with focal length

f = 2 cm, which focuses the scattered light onto a Mightex [SCN-

B013-U] CMOS detector. A schematic of the experiment is shown

in Fig. 4 (a). Given these system parameters, we calculate the over-

sampling of each individual beam to range from 10–15, with the

parameter �L falling between 7.8–11.8, satisfying Eq. (7 ) without

any aliasing in the signal. 

Data were recorded at 121 scan positions in an 11 × 11 recti-

linear grid with random offsets of 20% to avoid periodic artifacts

[22] . At each position, multiple exposures were captured with ex-

posure times ranging from 0.05 ms to 750 ms. The resulting im-

ages were combined, increasing the dynamic range of the detec-

tor from 68 dB to 100 dB [23] . Before applying autocorrelation fil-

tering, we first attempted to reconstruct the entire probe system

using the ePIE algorithm [3] . However, doing so forces the algo-

rithm to treat the multiple probes as a single system, which, be-

cause of the large separation between the two probes, the exit sur-

face wave is not properly sampled on the detector and the recon-

struction failed to produce a meaningful reconstruction. We next

treated these data using the using the filtering technique described

in Section 2.1 , where the autocorrelation of each scatter pattern

was computed and filtered to remove the interference between the
ultiple probes. A modified version of the multimode ptychogra-

hy algorithm described in [13] was used to reconstruct the com-

lex valued object and probe for each beam. Fig. 4 displays the

mplitude of the three reconstructed probe functions (b-d) and

he reconstructed amplitudes of the imaged NUSAF resolution test

hart (e-g). The asymmetric shaped probe functions recovered by

he algorithm are a result of the inexact method used to fabricate

he pinhole mask. 

To further study the capabilities of autocorrelation filtering, we

djusted the microscope such that the frequency of interference

etween our beams would alias on the detector and then per-

ormed a similar analysis. A new pinhole mask was fabricated, con-

isting of two circular pinholes, each with D = 0.4 mm in diameter,

eparated by a distance of �x = 3.7 mm. Due to the large probe

eparations in this experiment, the transform lens was replaced

ith an aspherical lens [Thorlabs AL2520-B] of equivalent parame-

ers to reduce the spherical aberrations on the recorded diffraction

ata. Given the other system parameters, we calculated an individ-

al beam oversampling σ = 6.3 and �L = 9.3. Referring to Fig. 3 ,

hese parameters place the system in the second allowable filter-

ng region, meaning the signal interference has aliased to a lower

requency. The imaging system was removed in favor of placing

he pinhole mask in close proximity to the sample to simplify the

xperimental setup. To test the versatility of the system, we ex-

hanged the NUSAF resolution test chart for a sample consisting of
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Fig. 5. The experimental schematic for aliased autocorrelation filtering, the small 

inset displays an example of autocorrelation space for the pinhole array used during 

this experiment. (b–c) The reconstructed complex amplitudes of the nymphaea of 

aqustio sample and the illuminating probes. The scale bars represent 200 μm in the 

object field-of-view and probe inset field-of-view respectively. The scale bars and 

color scheme are equivalent for both b and c. In these images brightness indicates 

the amplitude and hue corresponds to phase. 
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t  
 nymphaea of aqustio stem mounted on a microscope slide and

reserved in cedar wood oil [Amscope PS25]. The modified ex-

eriment is shown in Fig. 5 (a), the distances are exaggerated for

chematic clarity. 

A 64-position ptychography scan was recorded arranged in an

 × 8 rectilinear grid, with 20% random offsets between adjacent

can positions. Data were processed identically to the previous ex-

eriment, where autocorrelation filtering was applied to remove

he interference terms and reconstructed using a multimode pty-

hography algorithm [13] . The reconstructed amplitudes of each

bject and probe are shown in Fig. 5 (b–c). 

.2. Alias cloaking 

To demonstrate the capabilities of a ptychography microscope

ith alias cloaking implemented, we engineered a system in such

 way that the individual probe diameter is the maximum size al-

owable for conventional ptychography CDI, corresponding to an

versampling of σ = 2. The pinhole mask consists of three circu-

ar apertures arranged in a linear pattern, each with a diameter

 = 1.26 mm and probe-to-probe separation of �x = 2.5 mm. The

hree identical beams were incident on a sample consisting of cells

rom a thin transverse slice of a rabbit testicle mounted on a mi-

roscope slide and preserved in cedar wood oil [AmScope PS25].

ig. 6 (d) shows the schematic of this system. With these system

arameters, Eq. (10 ) is satisfied with N = 1 , placing this experi-

ental configuration in the first minima of Fig. 3 , appropriate for

lias cloaking. 
We recorded a ptychography scan consisting of 784 scan posi-

ions arranged in a 28 × 28 grid with a step size of D /12 modulated

ith a 20% random offset. The large number of scan positions, cou-

led with the scan position step size and beam diameter, yield

verlapping fields of view in the reconstructed objects. Because

he diffraction-limited resolution of each reconstruction is inde-

endent of the collective probe system, each object retains a high

patial resolution. The three object reconstructions were combined

nto a single, large field-of-view, high-resolution image, shown in

ig. 6 (a). The total reconstructed area is 21.5 mm 

2 . Fig. 6 (b) shows

n enlarged region given by the black square outline in Fig. 6 (a). 

After reconstruction, we found a quadratic phase present in all

hree reconstructed objects used to create Fig. 6 (a). The phase was

ersistent across the object reconstructions and is indicative of the

ample being slightly curved. To verify the presence of this re-

ult, we placed the sample in an interferometer [Zygo GPI XP] to

ndependently measure the sample curvature. The Zygo measure-

ents confirmed the second order phase on the sample. For view-

ng purposes, this quadratic phase was removed from Fig. 6 (a,b).

he phase oscillations present in Fig. 6 (a) are due to a misalign-

ent during data acquisition that left a strong back reflection on

he detector, offset from the central DC component of the recorded

iffraction data. The separation between the back reflection and

he DC component of each scatter pattern and relative angle are

onsistent with the angle and period seen in the oscillations in

ig. 6 (a). In principle, these oscillations can be removed either by

locking the back scatter or with a modification to the algorithm

sed for reconstruction where the affected region of the scatter

attern is not used. 

We also note that we attempted to reconstruct this data set

sing the ePIE algorithm. In this case, the algorithm was able to

onverge to a solution, however, the object and probe reconstruc-

ion obtained was a superposition of the three mutually coherent

robes with a vastly decreased image fidelity when compared to

he results obtained using the treatment described above. 

. Image analysis 

Previous work using multimode ptychography algorithms has

hown that the process of multiplexing data has no noticeable ef-

ect on the reconstructed resolution of the complex amplitude of

he object function [13] . For completeness, we investigate the ef-

ect that coherent filtering has on the system. We compare the res-

lution of equivalent regions of the sample in the multiple beam

econstruction shown in Fig. 6 (a) and a reconstruction obtained

rom a single beam ptychography scan. We define the phase re-

rieval transfer function (PRTF) [6,24,25] computed as 

RTF ( f r ) = 

〈 

〈∑ 

n 

∣∣〈ψ 

rec 
n 

(
x j 

)〉
i 

∣∣〉
j 〈 √ 

I meas 
(
x j 

)〉 
j 

〉 

ϕ (11) 

here ψ n 
rec ( x j ), is the j th reconstructed diffraction pattern gener-

ted by the n th probe and I meas ( x j ) is the intensity measurement

orresponding to the j th scan position. 〈〉 i and 〈〉 j represent an

verage over i independent reconstructions and the j scan posi-

ions, while 〈〉 ϕ indicates an azimuthal average over annuli of con-

tant numerical aperture, with a width of four pixels. For the data

resented in this work, the PRTF was computed by averaging the

esults of 100 independent ptychography reconstructions, each of

hich ran for 500 iterations, at which point the retrieved image

as considered converged. 

An estimate for the resolution is found by locating the spatial

requency corresponding to the point where the PRTF falls below

.5 [25] . This cutoff frequency gives an estimated spatial resolu-

ion of 2.85 μm for the alias cloaking reconstruction and 2.70 μm
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Fig. 6. (a) Large FOV phase reconstruction of a cross-sectional slice of a rabbit testicle obtained using alias cloaking ptychography. (a) is composed of reconstructed objects 

from three identical beams simultaneously incident on the sample, each imaging one third of the specimen. (b) An enhanced region shown by the black square outline in 

(a). (c) Experimental apparatus used to obtain the reconstructions shown in (a, b,), where the small inset displays an example of autocorrelation space for the pinhole array 

used during this experiment. Notice the cross-correlation peaks are naturally suppressed. Scale bars are 1 mm (a) and 100 um (b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. (a) The azimuthally averaged power spectral density of two phase map re- 

constructions. One obtained while using an alias cloaking experimental geometry 

(c) and one obtained using conventional single beam ptychography (d). The field-of- 

view and scales are equivalent in (c–d). (b) displays the ratio of the power spectral 

density shown in (a) a function of spatial frequency. The mean value of this ratio 

is 0.98. The similarity of the PSD for the two different imaging modalities indicates 

that the two imaging techniques produce similar results. 

5

 

for the single beam scan. The Abbe diffraction-limited resolution

the microscope is calculated to be 2.48 μm. In addition, we com-

pare the azimuthally averaged power spectral density (PSD) of a

subset of the reconstructed object in Fig. 6 (a) with an equivalent

field-of-view reconstruction from a single beam scan. The PSD for

each reconstruction is shown in Fig. 7 (a) while the areas used to

calculate the PSD are shown in Fig. 7 (c,d). The ratio between the

PSD is displayed in Fig. 7 (b) and has an average value of 0.98, with

deviation strongly attributed to the low spatial frequency compo-

nents. This deviation is attributed to the back reflection present in

the data set used to obtain Figs. 6 (a) and 7 (c). 

The results of the PRTF and PSD analysis indicate that there is

no noticeable loss in resolution in the reconstructed objects when

the alias cloaking technique is used. We note, however, that the

maximum number of allowable beams is limited by the dynamic

range of the detector as in multiplexed holography [26] . The ex-

act relation between reconstruction quality and detector dynamic

range is left as a subject for future study. 

Care must also be taken when configuring an experimental sys-

tem to ensure that the number of beams used is supported by

the multimode algorithm. Though we are not aware of an in-depth

study of this behavior, we can apply simple arguments from infor-

mation theory to this problem where a comparison is made be-

tween the amount of information to be solved for (i.e. the pixel

values for the reconstructed objects and probes) and the amount

of information collected via the intensity data for each scatter pat-

tern. In multimode ptychography, as the number of modes is in-

creased, so is the number of unknowns in the system. Thus, for

a given set of parameters, it could be possible to construct a sys-

tem that is not solvable by these arguments. However, provided

the stability the experiment is sufficient, this issue can be over-

come by increasing the number of positions within a scan, collect-

ing more information and thus increasing the number of knowns

vs. unknowns in the system. 
f  
. Discussion and conclusions 

The throughput of a ptychographic imaging system is a key

actor that limits the applicability of this powerful imaging
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echnique. The diffraction-limited, high-throughput imaging with

nherent phase contrast obtained with CDI imaging techniques is

f great interest in the field of bio-imaging and material character-

zation, where large scale properties are inherently linked to the

ehavior and characterization of local order, interactions, and phe-

omena. In this work, we provided a proof-of-principle demonstra-

ion of two novel techniques allowing the use of multiple coherent

lluminating probes to simultaneously image multiple areas of a

ample. These techniques provide a method for removing the in-

erference between the coherent probes, allowing the data to be

rocessed using a multimode ptychography algorithm. 

Multiple beam ptychography provides large field-of-view, high-

hroughput imaging while minimizing the required data acquisi-

ion. This imaging technique is implemented by controlling the rel-

tive placement of the illuminating probes and can be applied in

ither data post-processing through autocorrelation filtering, or ex-

erimentally through alias cloaking. We showed high fidelity re-

onstructions when samples were simultaneously illuminated by

ither two or three coherent probe beams. This technique can be

xtended to use many simultaneous illuminating functions, the up-

er limit of which is the subject for future studies. We expect this

echnique to find application in the X-ray and EUV spectral ranges,

here large field-of-view images with nanometer spatial resolu-

ion can provide key insight into the relationship between micro-

copic order and macroscopic material properties. 
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