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ABSTRACT: Alloys are widely used in catalysts and
structural materials. The nature of chemical bonding and the
origin of alloy formation energies, defect energies, and
interfacial properties have not been well understood to date
but are critical to material performance. In this contribution,
we explain the polar nature of chemical bonding and an
implementation in classical and reactive atomistic simulations
to understand such properties more quantitatively. Electro-
negativity differences between metal atoms lead to polar
bonding, and exothermic alloy formation energies are related
to charge transfer between the different elements. These
differences can be quantified by atomic charges using pairwise
charge increments, determined by matching the computed
alloy formation energy to experimentally measured alloy formation energies using pair potentials for the pure metals. The polar
character of alloys is comparable to organic molecules and partially ionic minerals, for example, AlNi and AlNi3 alloys assume
significant atomic charges of ±0.40e and +0.60e/−0.20e, respectively. The subsequent analysis of defect sites and defect energies
using force-field-based calculations shows excellent agreement with calculations using density functional theory and embedded
atom models (EAM). The formation of vacancy and antisite defects is characterized by a redistribution of charge in the first shell
of neighbor atoms in the classical models whereby electroneutrality is maintained and charge increments correlate with
differences in electronegativity. The proposed atomic charges represent internal dipole and multipole moments, consistent with
existing definitions for organic and inorganic compounds and with the extended Born model (Heinz, H.; Suter, U. W. J. Phys.
Chem. B 2004, 108 (47), 18341−18352). The method can be applied to any alloy and has a reproducibility of ±10%. In contrast,
quantum mechanical charge schemes remain associated with deviations exceeding ±100%. The atomic charges for alloys provide
a simple initial measure for the internal electronic structure, surface adsorption of molecules, and reactivity in catalysis and
corrosion. The models are compatible with the Interface force field (IFF), CHARMM, AMBER, OPLS-AA, PCFF, CVFF, and
GROMOS for reliable atomistic simulations of alloys and their interfaces with minerals and electrolytes from the nanometer scale
to the micrometer scale.

1. INTRODUCTION

Alloys are used widely in structural materials, catalysts,
electrodes, sensors, diagnostics, and therapeutics.1−5 Under-
standing the nanoscale and multiscale properties depends on
insight into the electronic structure and the nature of chemical
bonding, which has been the subject of few studies to date.6 In
particular, no quantitative method to include polarity in alloys
in atomistic simulations has been reported. In this contribution,
we analyze details of chemical bonding in alloys and introduce a
protocol for significantly more accurate all-atom simulations
based on pair potentials and reproducible atomic charges.
Pure metals are paradigms for nonpolar bonding between

atoms, whereas alloys contain at least two different metals and

therefore involve some charge transfer. The discovery of
structure−property relationships depends on understanding
such heteronuclear bond polarity. The bond polarity correlates
with Pauling’s electronegativity differences in first-order
approximation.7 However, little is known about chemical
bonding alloys6,8,9 in comparison to the vast available body of
knowledge for organic molecules and minerals, and con-
sequently, explanations of interfacial properties and reactivity of
alloys remain in their beginnings. Polar versus nonpolar
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bonding has been largely disregarded in embedded atom model
(EAM) and in modified EAM.10 Assigning physically mean-
ingful atomic charges is also a weakness of first-principles
calculations, including density functional theory (DFT),
semiempirical quantum mechanics, and advanced coupled
cluster calculations.8,11−15

Classical atomistic models, in contrast, perform well when
using atomic charges that reproduce experimentally measured
dipole moments and multipole moments, which is possible with
up to 1% accuracy and consistent with electronic structure
theory (Figure 1a−e).8,16−18 For example, when the dipole
moment and bond length of a diatomic molecule are known
with 1% uncertainty from the experiment, the corresponding
atomic charges are defined with 1% accuracy for the force field
and, as a result, molecular dynamics simulations of pure
compounds, mixtures, and multiphase systems can be carried
out in high reliability (Figure 1a,b). This is the founding
principle of thermodynamically consistent force fields (Figure
1).8,19 Dipole moments have been measured and tabulated for
thousands of compounds18 and correlate well with atomic
charges derived from experimentally measured electron
deformation densities.8,19,20 On these grounds, we have
previously developed a comprehensive method to assign
consistent atomic charges also in the absence of exact
experimental data, which reaches ±5 to ±10% reproduci-
bility.8,19,21 In contrast, alternative charges from quantum
mechanical simulations exhibit scatter as large as 500% and are
hard to use to quantify chemical bonding.8,11,14,15,19,21−26 The
origin of the scatter lies in the quality of the electronic structure
calculation (assumptions in DFT and coupled cluster
calculations) and in the choice of quantum mechanical charge
type (Hirshfeld, Lowdin, Mulliken, Bader, GAPT, CHELPG).
Even the different quantum mechanical charge types alone
suggest dipole moments that differ up to several multiples for
the same diatomic molecule, whereas the dipole moment can
be measured anytime in experiment with few percent
uncertainty. Such atomic charges have therefore a limited
physical justification and are not suitable for predictive
atomistic simulations.
These shortcomings of electronic structure calculations may

explain that chemical bonding and the role of polarization in
alloys have been largely dismissed in the discussion of physical
and chemical properties for decades. At the same time, more
quantitative understanding and accurate simulation of alloys
from atoms to the 1000 nm scale can greatly accelerate the
solution of major challenges in chemistry and energy sciences,
for example, understanding and designing the activity of
nanoscale catalysts, electrode materials, and prevention of
corrosion.27−30

Electronegativity differences in alloys were first recognized
and qualitatively described by Miedema et al.6 Since then, we
are unaware of further quantitative descriptions of polarity;
differences in atomic charges were disregarded in classical
atomistic models of alloys. Sometime earlier, we reported an
initial analysis of polarity for Au−Pd bimetal that indicated
significant polarity.9 In comparison, in organic compounds, the
spectrum of covalent bonding, polar covalent bonding, and
ionic bonding (such as in carboxylate or ammonium groups)
has been carefully examined by orbital theory and is an
everyday concept used by synthetic organic, inorganic, and
biological chemists (Figure 1a−d).19,21,31−33 The spectrum of
chemical bonding has been implemented in molecular models,
and atomic charges consistent with experimentally observable

Figure 1. Uniform concept for the assignment of atomic charges in
simulations of organic and inorganic compounds including alloys as
employed in the IFF (refs 8 and 19). (a) Atomic charges are uniquely
defined for diatomic molecules with known dipole moment and bond
length from experimental measurements. (b) Atomic charges, in
combination with van der Waals interactions, make essential
contributions to the vaporization energy ΔHvap of a corresponding
molecular liquid or solid, to the surface energy, solubility, and
miscibility with other compounds, melting points, boiling points, and
chemical reactivity. Dark red arrows illustrate the orientation of
intramolecular and intermolecular dipoles that influence these
properties. (c) Atomic charges are also uniquely defined in (nonlinear)
triatomic molecules with known dipole moment and equilibrium
geometry from experimental measurements. (d) Atomic charges affect
the same properties of corresponding molecular liquids and solids as in
(b). The concept also applies to multiatomic molecules and polymers
with repeating functional groups. (e) Atomic charges in minerals are
equally defined, including atomic charges from experimentally
measured electron deformation densities, dipole moments of inorganic
compounds, and the extended Born cycle (ref 8). The atomic charges,
in combination with van der Waals and bonded interactions,
determine the cleavage energy ΔHcleav, the adsorption energy of
organic and inorganic compounds ΔHads, solubility, defect energies,
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dipole and multipole moments are routinely included in
atomistic simulations of proteins, drugs, DNA, and commercial
polymers. We have demonstrated that the same approach
works well for inorganic compounds and inorganic−organic
interfaces (Figure 1e).21 For example, silicates, phosphates, and
oxides exhibit strong covalent and ionic contributions to
bonding. Models with pH specific surface chemistry and
consistent atomic charges have improved property predictions
to less than 10% uncertainty from up to 500% uncertainty in
earlier models and enable full atom mobility as opposed to the
need for fixed atoms in prior models.19,21,22,26,34 On the ionic
end of the spectrum, salts such as NaCl can be described by a
combination of Coulomb and Lennard-Jones (LJ) interactions
in molecular simulations.8,35 The impact of polarity on
solubility, hierarchical assembly, reaction mechanisms, and
many other properties is documented knowledge.17,33,36−38

Atomic charges suitable for molecular simulations are best
derived based on experimentally reproducible dipole moments,
or multipole moments, and chemical understanding. When
chemical bonding is reasonably represented for a given
compound, accurate computations of the geometry (including
lattice parameters), the energy (surface energies), as well as the
derivatives of the total energy (thermal and mechanical
properties) are possible with a limited number of parameters.
In contrast, models with less physical bonding descriptions and
less suitable atomic charges fail to reproduce such properties
simultaneously.21 Enormous improvements in molecular
models are feasible by the quantitative representation of
chemical bonding using physically reasoned atomic charges
(as opposed to using non-definite, quantum-mechanically
derived charges).8,9,19,22,23,39,40 Once the basic features of
bond polarity, crystal structures, and surface properties are
translated into atomistic models and force fields, computer
simulations of inorganic and organic compounds can predict
many properties in high accuracy up to large nanometer scale,
including surface properties, hydration, crystal growth, selective
adsorption of polymers, biomimetic assembly, folding of
macromolecules, and catalytic activity.41−43

In this contribution, this concept is extended to alloys
(Figure 1f). The starting point is LJ potentials for pristine
metals (with or without virtual electrons and polarizabil-
ity),44−46 and atomic charges are added upon the formation of
alloys. LJ potentials, and extensions for virtual electrons as
needed, can reproduce bulk and surface properties of pristine
metals in excellent agreement with experiment, explain the
binding mechanisms of organic molecules, details of nucleation
and shape-directed growth of metal nanostructures, as well as
catalytic activities via reactive extensions.9,21,44,45,47 The models
for the alloys, as the models for pure metals,44 are compatible

with common atomistic energy expressions such as the interface
force field (IFF), CHARMM, CVFF, DREIDING, AMBER,
OPLS-AA, GROMOS/GROMACS, and PCFF and require no
added parameters for water, mineral, biomolecular, and
polyelectrolyte interfaces. The computational cost is about 10
million (107) times lower compared to that of ab initio
methods for the same system size, simulation time, and the
method reaches comparable accuracy.
The outline of this paper is as follows. Computational details

are described in the next section. Then, we present the results
and discussion. We first explain our method of quantifying
polarity via atomic charges in force fields for compounds across
the periodic table, the consistency with related experimental
data, and disambiguate the results from ab initio-derived
charges. We then correlate experimentally measured alloy
formation energies with electronegativity differences, the
polarity of bonding, and the representation by atomic charges.
Thereafter, as an example, defect formation energies are
examined in AlNi and AlNi3 intermetallics with the new
model in comparison to EAM and DFT calculations. Changes
in the charge distribution in alloys are described as a function of
composition and atomic environments, supporting a simple
implementation in molecular simulations using pairwise charge
increments. The paper ends with conclusions and a survey of
potential applications. Additional details and helpful reference
data to assign atomic charges for unknown alloys and other
compounds are given in the Supporting Information.

2. COMPUTATIONAL DETAILS
Molecular mechanics (MM) and molecular dynamics simu-
lations using the IFF19,44 were carried out with the programs
Discover48 and LAMMPS,49 as well as quantum mechanical
calculations using DFT (revPBE) with the programs Vienna ab
initio simulation package (VASP) and CASTEP.50,51

2.1. Molecular Mechanics and Molecular Dynamics
Simulations. Models of the unit cells of AlNi (B2 phase)52,53

and AlNi3 (L12 phase)
54 were constructed from X-ray data. The

size of the super cells was chosen as 3 × 3 × 3 and 2 × 2 × 2 to
include a similar small number of atoms and to be able to
compare the results of classical force field calculations with
those of DFT calculations. We also tested 3 × 3 × 3 super cells
for AlNi3, which have identical atomic charges and the same
defect energies as the 2 × 2 × 2 super cells with <1% deviation.
The potentials for pure Ni, pure Al, and the two alloys were

the unmodified 12-6 LJ parameters for Al and Ni44 as
implemented in the IFF.19 Atomic charges were added for
the simulations of the alloys such that the alloy formation
energy known from experiment is reproduced (Figure 4).
Small errors in the alloy lattice parameters of 2−3% were

accepted as this study focuses on a proof of concept rather than
fully optimized parameters for alloys. Minor changes in the LJ
parameters of the metals in the alloys can be made to exactly
match the alloy density. Atomic charges for reoptimized LJ
parameters change less than 2−3% as well.
The LJ parameters reproduce lattice parameters of the neat

metals and particularly surface energies very accurately relative
to the experiment (<0.2% and <3% deviation), which is
remarkably more accurate than EAM and DFT calculations
(<2% and <50%).46,55 The adsorption of solvents and organic/
biological molecules can be computed in quantitative agree-
ment with experiment (about 5−10% deviation) and often
more accurately than with DFT calculations.21,47 Mechanical
properties are similar in accuracy to DFT calculations (20%

Figure 1. continued

melting points, boiling points, and chemical reactivity. Dark red arrows
illustrate the orientation of intramolecular, intermolecular, and
interfacial dipoles that contribute to these properties. (f) Atomic
charges in alloys result from electronegativity differences between the
constituting metals and determine the alloy formation energy in
combination with van der Waals interactions. This definition and the
contribution to the cohesive energy are consistent with other solids
and liquids (a−e). Atomic charges in alloys also influence the surface
energy, the adsorption energy of organic and inorganic compounds,
defect energies, melting points, boiling points, and chemical reactivity
(as in (e)).
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deviation relative to experiment) and somewhat less accurate
than with EAM methods, although additions of virtual electrons
have shown promise to exceed the performance of EAM
models as well.45,46

Calculations of the alloy formation energy involved the
supercells of the alloys and small supercells of the metals (Ni
and Al) as a reference. The average energies per atom were
determined. The difference in energies of the alloy and of the
corresponding pure metals, normalized by the total number of
atoms, yielded the computed alloy formation energy.
Convergence was easy to achieve and better than 0.001 kcal/
mol (10−4 eV) per atom. Geometry optimization and energy
minimization were carried out using the programs Discover in
Materials Studio,48 as well as LAMMPS49 for about 200 steps at
0 K. The summation of van der Waals interactions involved a
cutoff at 1.2 nm and the summation of Coulomb interactions
the Ewald method in high accuracy (10−6).
Models of defects were constructed by deletion of atoms

(vacancies) or substitution of atoms (antisites). Atomic charges
at the defect sites were assigned using charge increments in the
first shell of neighbor atoms under consideration of overall
electroneutrality, ionization potentials, and electron affinities of
the surrounding atoms as described in the results (Section 3.4).
Typical charge increments are ±0.05e between nearest
neighbor Al and Ni atoms and ±0.00e between atoms of the
same kind. Charge distributions that differ from these or similar
justified assumptions were also tested (Section 3.4 and Table
S2). Geometry optimization, energy minimization, and record-
ing of the defect energies were carried out by MM in each case.
The difference in total equilibrium energies, also termed “raw
formation energies”, is reported (Figure 5).53,56,57

Molecular dynamics simulations were also carried out and
verified structural stability of the alloy phases. The simulations
used an implementation of the metal/alloy parameters in
standard force fields including CHARMM-IFF, CVFF-IFF, and
GROMOS-IFF. The simulations can be scaled up to millions of
atoms and include mineral, biomolecular, and solvent interfaces
without the need to add any further parameters for the
interfaces.19

2.2. DFT Calculations. Calculations of the formation
energy of point defects for NiAl and Ni3Al were carried out
using the VASP. The Perdew−Burke−Ernzerhof functional of
the generalized-gradient approximation functionals (GGA−
PBE) was employed.50,58−60 The projector augmented-wave
(PAW) potentials were incorporated for the representation of
Ni and Al.61,62 The supercell point defect formation energies
were computed according to the methodology outlined by
Freysoldt et al.,51 and the raw defect formation energies are
reported as in the force-field-based calculations.
VASP calculations using the GGA−PBE density functional

used an energy cutoff of 500 eV, supercells of 54 atoms for NiAl
(3 × 3 × 3 super cell) and 108 atoms for Ni3Al (3 × 3 × 3
super cell), k-meshes of 6 × 6 × 6 for NiAl and 4 × 4 × 4 for
Ni3Al, and PAW potentials for Ni and Al with valence
configurations including 16 electrons and 3 electrons,
respectively, leading to converged total energies <10−3 eV/
atom and pressures <10−4 kbar. Reference systems were
metallic face-centered cubic (fcc) Ni- and Al-metal unit cells
containing four atoms, also converged to a cutoff of 500 eV and
k-meshes of 12 × 12 × 12. Point defect structures were
determined with the appropriate removal/replacement of Ni/Al
as well as suitable geometric relaxation until the internal
pressure was zero. The reported raw defect formation energies

were the result of the difference between pristine and defect-
incorporated alloy equilibrium energies.
Charge density difference calculations were carried out for

NiAl using the same supercell size and parameters as for the
calculation of point defect formation energies. To determine
the difference in charge densities, self-consistent calculations
using the relaxed point defect supercells were carried out to
obtain charge densities. Further, self-consistent calculations of
the same supercells with the defect corrected with respect to
stoichiometry, and still otherwise maintaining the same atomic
positions, were carried out to obtain charge densities. Individual
atomic charge densities were obtained for Ni and Al atoms in
equivalently sized cells. Using these charge densities, the
difference was obtained by subtracting the restored charge
density from the original relaxed point defect charge density
and then adding the charge density of the individual atom,
centered on the point defect location. The series of operations
maintained electronic and chemical balance.
Because of a difference in the character of the charge density

of a Ni/Al atom in an alloy versus a free atom, the operation
reflects the redistribution of electrons in the alloy versus the
free atom instead of an atom resting in a pristine alloy. This
approximation was made in order to observe changes in charge
density on the nearest and next-nearest neighboring atoms to
the defect, induced by the defect. The charge density of an
atom resting in a pristine alloy would be most accurate;
however, it is difficult in DFT to disentangle the charge density
contribution of a single Ni/Al atom from the bulk of a pristine
alloy.
Further calculations using the revPBE and revPBE sol density

functional were carried out in CASTEP using an energy cutoff
above 400 eV, leading to convergent results upon geometry
optimizations up to 200 steps with flexible cell parameters. The
defect energies differ by about 0.5 eV (up to 1 eV in some
cases) from results with VASP so that ±0.5 eV can be
considered a realistic measure of reliability. Atomic charges in
DFT calculations (Mulliken, Hirshfeld, Bader) were computed
as part of the computations of defect energies using the same
periodic unit cells and showed no significant dependence on
the system size.

3. RESULTS AND DISCUSSION
3.1. Purpose and Method of Inclusion of Polarity in

Accurate Force Fields. The polarity of compounds can be
represented in all-atom force fields by atomic charges. A
convergent way to do so is (1) in compliance with
experimentally measured dipole moments and multipole
moments (Figure 1), (2) in compliance with atomic charges
derived from experimentally measured electron deformation
densities (which were found to be consistent with dipole
moments8,19,20), and (3) in compliance with the extended Born
model when no direct data are available (Figure 2).8,19 The
extended Born model describes the energy of formation of a
given compound in terms of atomization energies, partial
ionization energies and electron affinities, electrostatic con-
tributions, and nonpolar contributions to the cohesive energy
(steps 1−5 in Figure 2). The assignment of atomic charges
using the extended Born model relies on trends in these and
other polarity-related properties for structurally and electroni-
cally similar compounds across the periodic table. Main criteria
to assign relative atomic charges include relative differences in
atomization energies, ionization energies, and coordination
numbers, as well as differences in melting points, solubility,
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acid−base properties, chemical reactivity, and any other
available experimental physical and chemical data that have a
relation to polarity. The extended Born model can be applied to
compounds across the periodic table in all aggregate states.
Unlike electronegativity, it is not limited to diatomic molecules
in the gas phase and therefore broader in coverage.7

For a given compound, reproducible atomic charges can be
obtained using multiple independent estimates according to
these experimental and theoretical sources, including compar-
isons to chemically similar compounds, and the range of
uncertainty is then less than ±10%.8,19,20 The uncertainty can
be as low as ±1% for molecules with known dipole moments
(Figure 1a,b). It is critical to distinguish these atomic charges
from quantum-mechanically computed charges, which unfortu-
nately remain subject to large scatter, limited physical
interpretation, and easily invalidate classical atomistic simu-
lations if used.8,11,12

The following examples illustrate the importance of this
statement. Water molecules and simple organic molecules are
among the earliest compounds for which partial atomic charges,
associated dipole moments, and spatially averaged electron
densities were incorporated into classical atomistic force fields

for molecular simulations.17,36,63,64 The atomic charges
represent dipole moments, which contribute to cohesive
energies, hydrogen bonds, and solvation energies of adjacent
molecules that can be reproduced in measurements (Figure
1c,d). The oxygen charges in common SPC and TIP3P water
models range from −0.82e to −0.84e with less than 5%
deviation and reproduce the dipole moment of liquid water. In
comparison, DFT and other electronic structure methods have
computed oxygen charges in water anywhere from −0.17e to
−1.24e.8,11,19 Correlation with physically meaningful values in
the above sense is not feasible. As an example for organic
compounds, the charge on the carbonyl carbon atoms in
aldehydes and ketones is close to +0.45e in multiple force fields
(CHARMM, AMBER, PCFF, and OPLS-AA), consistent with
R2CO dipole moments measured in the experiment.18 In
contrast, quantum-mechanically derived charges range from
+0.075e to +1.36e. Again, the correspondence is effectively
random. As an example for an inorganic compound, the atomic
charge for silicon in silica (SiO2) and oligomeric silicates is
+1.1e with ±0.1e uncertainty in force fields, which is well
supported by carbon as a neighbor in the periodic table and
several other arguments (Figure 1e).8,22,39 Values from
quantum mechanics range from +0.5e to +3.3e for the same
compound.22,24,34 These and many other examples11,12 show
that no matter the position in the periodic table, atomic charges
from quantum mechanical methods, and associated dipole
moments have little physical relevance, with up to 900%
uncertainty for the same compound.65 In contrast, atomic
charges defined in agreement with experimentally verifiable
dipole moments as well as with the quantities in the extended
Born model are between ±1 and ±10% reproducible and are
suitable for predictive atomistic simulations.
The large uncertainties in quantum methods may explain

why charge separation in alloys and the significance for a range
of alloy properties has not been paid much attention to
date.66,67 This contribution is the first step to clarify and
quantify chemical bonding in alloys and introduce chemical
detail into atomistic models (Figure 1f). The proposed analysis
of chemical bonding and the assignment of atomic charges is
based on related experimental data and on the extended Born
model to achieve consistency with existing force fields and best
performance.19,21,22,26,34,68

We assume that the polarity of alloys affects their cohesive
energy and the surface adsorption of other compounds (Figure
1f) in the same way as (1) the polarity of water and organic
molecules determines their cohesive energy and interactions
with other compounds (Figure 1a−d) and (2) the polarity of
inorganic solids determines their surface energy and interaction
with other compounds (Figure 1e). The application of the
same definition of atomic charges that works well for organic
and other inorganic compounds to alloys enables simulations in
far better accuracy, including bulk and surface properties, as
well as compatibility with existing models for solvents, minerals,
and biopolymers without the need for additional parameters to
simulate interfacial interactions.19,21,46

3.2. Relation between Alloy Formation Energy and
Polarity. Alloy formation in the form of solid solutions, mixed
metallic phases, and intermetallic compounds is qualitatively
described by the Hume-Rothery rules.6,69−75 Many alloys
exhibit complex-phase diagrams that remain difficult to explain
and predict. Enthalpies of formation have been measured for a
wide range of compositions54,71,72,74−78 and theoretically
estimated for binary solutions across the periodic table (Figure

Figure 2. Extended Born model (adapted from ref 8). The model can
quantify polar bonding and nonpolar bonding in compounds across
the periodic table in a closed thermodynamic cycle. It is depicted here
for an alloy represented by metal components A and B (in 1:1
stoichiometry for simplicity). The alloy formation energy ΔUf (step 1)
is described as a process of atomization of the neat metals (step 2),
partial ionization and electron affinity of gas-phase atoms (step 3),
formation of the solid alloy by electrostatic attraction (step 4), and
remaining nonpolar attraction to cohesion (step 5). Ionization can be
partial or full, and the cohesive energy is divided into additive
electrostatic and nonpolar contributions. The division of the cohesive
energy into electrostatic (step 4) and “homolytic” (nonpolar)
contributions (step 5) is similar to the Pauling electronegativity
definition for diatomic gases; however, the extended Born model is
valid for any solids, liquids, and gases. Relative atomic sizes,
coordination numbers, and specific lattice symmetry are implicitly
included via specific formation energies (step 1) and contributions to
the cohesive energy (steps 4 and 5). The box below the
thermodynamic cycle depicts the possible range of energies in each
step, normalized per mol of atoms. The given range covers all
elements, alloys, and inorganic and organic compounds across the
periodic table (data from refs8,51,53,56).
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S1).69,70 A random selection of values, excluding alloys of alkali
and earth alkali metals, is shown in Figure 3. Exothermic values
up to about −100 kJ per mol atoms illustrate that stabilization
of the alloys relative to the neat metals can be very significant
(Figure 3a). The reason is charge transfer and Coulomb
attraction because of differences in electronegativity (Figures 3b
and S2).6 As an initial measure, electronegativity differences (χA
− χB) were defined by Pauling to describe bond dissociation
energies Ed(AB) between pairs of atoms A and B in the gas
phase in electron volts (eV)

χ χ=
+

+ −E
E E

(AB)
(AA) (BB)

2
( )d

d d
A B

2
(1)

Thereby, the electronegativity term (χA − χB)
2 adds

contributions from partially ionic bonding that can be
represented by atomic charges.79 The alloy formation energy
correlates statistically significant with the electronegativity
difference between two metals, normalized per atom for ABx

stoichiometry (Figures 3b and S2), and slightly better with the
more detailed balance of atomization energies, ionization
potential, and electron affinities (Figure 3c).

Alloys are, however, not isolated formula units in the gas
phase which electronegativity differences would describe. Alloys
are solids with specific crystal structures, and the thermody-
namic cycle of alloy formation can be described by the
extended Born model (Figure 2).8 The alloy formation energy
(step 1) consists of the atomization energy of metals A and B
(step 2), charge transfer between atoms A and B to atomic
charges of +xe and −xe (step 3), formation of a new alloy lattice
with electrostatic energy (step 4), and remaining nonionic
cohesion (step 5). The magnitude of atomic charges is affected
by all contributions.8 High atomization energy describes a
propensity toward less ionic bonding (Figure S3a), high
ionization energy a propensity toward less ionic bonding
(Figure S3b), and high electron affinity (if positive values
considered) a propensity toward stronger ionic bonding
(Figure S3c). The influence of crystal structures and
coordination numbers is included in the atomization of the
neat metal lattice (step 2) and in the recombination of partially
charged atoms in the gas phase to the alloy or intermetallic
crystal structure (step 4) (Figures 2 and S4). All tabulated
measures (atomization energy, ionization energy, electron
affinity, and electronegativity), given as a difference between

Figure 3. Representative alloy formation enthalpies from experimental measurements and the relation to electronegativity (excluding alkali and earth
alkali metals). (a) Examples of energies of formation of binary alloys. Negative values up to −106 kJ/mol indicate up to 25% added cohesion in the
alloy compared to the neat metals, primarily because of charge transfer from the more electropositive metal to the more electronegative metal. The
given notation places the electron-donating metal to the left and the electron-receiving metal to the right (data from refs54,72,74,78). (b) Color-coded
periodic table of electronegativity to help illustrate the relationship between charge transfer in the alloy and differences in alloy formation energy (see
Figures S2 and S6 for details). (c) Relation of the alloy formation energy to the sum of differences in atomization energy, first ionization energy, and
electron affinity of the constituting metals according to the extended Born model (normalized per atom). This quantity correlates with atomic
charges for similar coordination environments. Outliers are related to a mismatch in preferred crystal lattice, large differences in cohesive energy,
atom size, and electronic structure of the two types of metal atoms.
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the two constituting metals and normalized per atom, indicate
the same average trend in ionic character and in alloy formation
energy (Figures S5 and S6a,b). The larger the difference, the
lower (further below zero) is the alloy formation enthalpy and
the higher the expected difference in atomic charges. The
difference in the sum of the three main indicators in the
extended Born model (atomization energy, ionization energy,
and electron affinity) shows the best correlation with the least
number of outliers (Figure 3c), followed by the difference in
electronegativity and the difference in electron affinity (Figure
S6a,b). Differences in preferred crystal structures of the
elements (fcc, body-centered cubic, and hexagonal close-
packed) also play a significant role (Figure S4).
For example, Cu and Ni have the same fcc crystal structure,

about equal electronegativity (Figure 3b), and the formation
energy of CuNi is slightly positive (Figure 3a). Al and Pt have
the same fcc crystal structure, quite a notable difference in
electronegativity (Figure 3b), and the formation energy of AlPt
is strongly negative (Figure 3a). The added ionic attraction can
amount to as much as 25% of the average atomization energy
and is increased for larger difference in electronegativity for
most series of binary alloys (Figure S5). Example series that
follow this trend in alloy formation energies are (on the order
of larger negative alloy formation energy toward zero)

< <
< <
<

<

< <

AlPt AlNi AlFe
AlNi CrNi CuNi
YAu PdAu

GdSi MoSi

AlPt MnPt Cu Pt

2 3

2

3 (2)

A similar electronegativity difference or electron affinity
difference results in similar enthalpy of formation, for example,
in the series of lanthanide aluminides.74 The general trend
holds well, whereas outliers are also common (Figure 3c).
Outliers are likely when structural mismatches occur, such as a
preference for different lattices in the pure metals or in the
alloy, a very high difference in atomization energies (>300 kJ/
mol), large differences in van der Waals radius, or major
differences in the electronic structure. When including all
metals across the periodic table, therefore, both large negative
and large positive alloy formation energies can be found (Figure
S1).69,70 Highest values below zero are usually associated with
intermediate differences in electronegativity. Highest values
above zero are found for solid solutions of alkali metals, which
have very low atomization energies, in metals with high
atomization energy (Y, W, Ti, and Ta, see Figure S3a). Then,
the loss of nonpolar metallic bonding in the metal of high
atomization energy (up to 800 kJ/mol) is greater than the
possible gain in cohesion from charge-transfer and partial ionic
interactions. Alkali metals still tend to alloy with Au and a few
other strongly electronegative metals or with less cohesive
metals (ΔUat < 300 kJ/mol). The challenge for realistic
simulations using pair potentials is to capture these trends by
appropriate atomic charges or otherwise electronically refined
models.45 All-atom force fields take into account relative atomic
sizes and atomization energies (or surface energies) of the neat
metals in very good agreement with experiment44,45 so that the
addition of atomic charges is technically easy to do and strongly
improves simulation outcomes.
3.3. Determination of Atomic Charges by Matching

Experimental Alloy Formation Energies. Charge transfer

in alloys therefore depends on the local geometry and
differences in the sum of energy contributions in the extended
Born model (in simplified form: differences in electro-
negativity). Reproducible atomic charges can be obtained for
alloys with known crystal structure and available measurements
of alloy formation energies. Simulations of the alloys can be
carried out using LJ potentials9,44 (or LJ potentials with virtual
electrons45,46) that reproduce bulk and surface properties of the
neat metals, and with added atomic charges (Figures 1f and 4).

The cohesion of neat metals described by LJ potentials is so
strong that the LJ parameters need no modification, or only
minor modification, once polarized bonding in alloys is added
via atomic charges.
When no charge transfer is assumed in the alloy, that is,

when all atomic charges are assumed to be ±0.0e as in the neat
metals, the alloy formation energy is always positive (steps 3
and 4 in Figure 2 are of zero energy). The reason is that
mixtures of metals with inherently different interatomic
interactions and surface energies are thermodynamically at
least slightly unfavorable unless charge transfer or specific
changes in the electronic structure (covalent bonding) create
added attraction. For the examples of AlNi and AlNi3 alloys,
simulations with LJ parameters for the neat metals show slightly
positive enthalpies of alloy formation (Figure 4). The B2 phase
of AlNi would show an enthalpy of formation of +12 kJ per mol
atoms without charge separation (Figure 4a). The introduction
of charges lowers the enthalpy of formation, matching the
experimental value of −58 kJ/mol for atomic charges of ±0.39e

Figure 4. Determination of atomic charges for simulations of Al−Ni
alloys using the experimentally reported alloy formation energies. (a)
Structure of a 3 × 3 × 3 AlNi supercell. (b) Computed alloy formation
energy of AlNi as a function of the atomic charges using simulations
with pair potentials for the neat metals (IFF). Atomic charges are
chosen such that the computed alloy formation energy matches the
experimental value (ref 74). (c) Structure of a 2 × 2 × 2 AlNi3
supercell. (d) Determination of the atomic charges in AlNi3 using the
same protocol (ref 77 for formation enthalpy). The magnitude of
atomic charges indicates that the alloys are significantly polar solids.
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(Figure 4b). The computed lattice parameter of 2.99 Å (at 0 K)
compares reasonably well with the experimental value of 2.89
Å.52,53 Improvements toward a perfect match can be made
using smaller values of σ and ε for Al and Ni in the LJ potential
as needed (the charges would then be ∼3% higher).44 Similarly,
the L12 phase of AlNi3 (Figure 4c) shows a positive alloy
formation enthalpy of +8.5 kJ/mol if no charge separation is
assumed (Figure 4d). The introduction of charges lowers the
alloy formation enthalpy and matches the experimental value of
−40 kJ/mol for charges of approximately +0.6e for Al and
−0.2e for Ni. The lattice parameters in the computation (3.64
Å) and in the experiment (3.57 Å) agree well and could be
matched closer if needed.54 Notably, the atomic charges in both
alloys can be represented by the same charge increments of
±0.05e between nearest neighbor Al and Ni atoms even though
the alloys have rather different compositions; a small deviation
of 2.5% is entirely within the experimental error (±0.04875e for
AlNi vs ±0.050e for AlNi3). Using this protocol, the
Hamiltonian reproduces structures and energies, including
any transitional compositions between the pure metals and the
alloys. The assignment of charges is consistent with the
extended Born model (Figure 2). For full quantitative detail,
positive energy contributions from ionization of the metal (step
3 in Figure 2) could be added and atomic charges may be
slightly higher (see Section S1 in the Supporting Information).
However, it is difficult to quantify the absolute values of all
contributions in the extended Born model by computation and
available data (Figure 2), and such modifications are not
included in common force fields for organic and inorganic
compounds. The simple method outlined here provides a
reliable minimum estimate of internal polarity and a large
improvement over previous nonpolar alloy models.
Qualitative estimates of the atomic charges can also be made

without alloy formation energies using the contributions in the
extended Born model in comparison to similar alloys and other
polar compounds with known charges (Figures S1 and S3).8,9

For Al and Ni, as an example, it is seen that Ni atomization
energies, ionization energies, and electron affinities have a
larger value than those for Al (Table S1). Therefore, Ni is the
electronegative component, Al is the electropositive compo-
nent, and semi-quantitative relations relative to other
compounds can be invoked to estimate the charge.8

Significant atomic charges on the order of ±0.40e for AlNi
and AlNi3 are typical for a broader set of alloys according to
known formation energies (Figure 3a) and demonstrate that
the alloys are partially ionic solids. The distance between
nearest atomic neighbors of ∼2.6 Å is larger than common
covalent bonds (1.0−1.8 Å).18 The internal dipoles (product of
charge and distance) tend to be larger than that in polar organic
compounds and comparable to those in minerals. For example,
carbonyl groups in organic molecules (R1−(CO)−R2 in
ketones, amides, and esters) carry atomic charges of ±0.45e at
∼1.2 Å distance, and alcohol groups (R3C−OH) atomic
charges of +0.2e and −0.6e on carbon and oxygen atoms at
∼1.4 Å distance, respectively.17,80 The equivalent charges for
2.6 Å bond length in the alloy, leading to the same multipole
moment, would be only ±0.21e, or +0.11e and −0.33e,
respectively, whereas the actual charges in AlNi of ±0.39e are
clearly higher. As another example, silica (SiO2) contains Si−O
bonds of 1.6 Å length and charges of +1.1e and −0.55e.8 The
corresponding charges for a hypothetical bond length of 2.6 Å
as found in the alloys are +0.68e and −0.34e, which is
comparable to that of AlNi3. A direct measure for the Coulomb

attraction in the alloys is also the formation energy. In NiAl
alloys, the formation energy is about −60 kJ per mol atoms, on
top of metallic bonding (Figure 3a). This energy equals six
hydrogen bonds for every atom in the alloy, assuming an
average hydrogen bond in water with a strength of −10 kJ per
mol atoms and −20 kJ/mol for a pair of atoms (based on the
vaporization energy of water of −40.6 kJ/mol that involves two
hydrogen bonds and some van der Waals interactions).18,81,82

This amount of polar bonding is clearly not negligible.
Furthermore, NiAl intermetallic compounds are of medium
polarity, and some other alloys can exhibit polarized bonding
that is twice as strong and may be described as ionic bonding
with atomic charges exceeding ±1.0e (Figure 3a).
The partial ionic contributions are thus significant and

expected to strongly influence interfacial adhesion of oxides,
solvents, organic films, and redox processes on the alloy surface.
Experimental data for alloy formation energies, used to derive
the atomic charges, are readily available for many alloys and
solid solutions,72,74−78 as well as extensive theoretical data (a
selection is shown in Figures 3a and in S1).69,70 The reliability
is high, with typical uncertainties <2 kJ/mol in a common range
of 0−100 kJ/mol, so that atomic charges can be derived with
uncertainties <10% and <0.05e. Atoms in the top atomic layer
of alloy surfaces may thereby exhibit slightly reduced atomic
charges because of lower coordination numbers.
It is also noteworthy again that DFT calculations are not

recommended to validate internal polarity and atomic charges,
or only qualitatively so. The assumptions in the calculation of
the electron density and in the partitioning methods result in
large scatter.8,11,12,19 For AlNi, the commonly employed revised
PBE functional yields Bader charges of +0.73e for Al and
−0.73e for Ni, Mulliken charges of +0.57e for Al and −0.57e for
Ni, and Hirshfeld charges of only +0.09e for Al and −0.09e for
Ni, all for the same compound (see Section 2). Similarly, for Al
and Ni in AlNi3, Bader charges of +1.08e/−0.54e, Mulliken
charges of +0.63e/−0.21e, and Hirshfeld charges of +0.09e/−
0.03e are obtained. The revised PBE functional for solids
(PBEsol) yields about half the Mulliken charges and the same
Hirshfeld charges. Despite the wide distribution, the quantum
mechanical data qualitatively confirm an important role of
polarity. Correlation of the ab initio charges with alloy
formation energies, electronegativity differences, and other
experimentally observable manifestations of multipole mo-
ments is not possible, however. Because of similar limitations,
dipole and multipole moments in organic molecules cannot be
reproduced (Section 3.1). The uncertainty of DFT methods for
atomic charges mainly originates from the choice of the
partition method and the basis sets, and the range >500% today
remains similar to that 15 years ago.8 In practice, often the best
combination of exchange functionals and basis sets is chosen
for a particular problem, and the partition method for the
atomic changes accordingly. “Uncertainty” may therefore not
be a meaningful term; however, ultimately, there are errors
associated with the chosen combination or the determination of
which combination is expected to perform well. The use of
alloy formation energies from experiment to assign atomic
charges in the force field, consistent with the extended Born
model, reduces the uncertainty to <10%. DFT methods are
nevertheless useful to compute cohesive energies, alloy
formation energies, and defect energies in good reliability.
Densities, mechanical properties, and surface energies have
small to high uncertainties relative to experiment (5, 20, and
50%).55 The IFF achieves notably better results for surface and
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interfacial energies (<5%) and performs similarly well for
mechanical properties compared to DFT.44,46

3.4. Defect Energies and Charge Distributions. The
models for simple and fast simulations of alloy properties based
on LJ potentials and atomic charges (CHARMM-IFF) were
tested to compute defect energies and explain the distribution
of charge at defect sites (Figure 5). The overall quality of results

is the same as with DFT and EAM methods, which are in the
same range within approximately ±0.5 eV (see Section 2.2).
The calculation of defect energies with the force field
necessitates assumptions about the redistribution of the missing
charge when a vacancy or antisite is created, and the results are
intrinsically linked to modeling the charge distribution. The
treatment of defect sites was carried out as previously described
for clay, apatite, and cement minerals, as well as for
heteroatoms in biomolecules and polymers.21,34,83,84 Accord-
ingly, the charge left by a missing atom in vacancies is
distributed over the first shell of the nearest neighbor atoms,
maintaining overall charge neutrality. When different neighbor
atoms are present in this coordination shell, the relative
distribution of charge is guided by the ionization energies and
electron affinities of the neighbor atoms. That is, atoms of
higher ionization energies receive less positive charge. These
simple rules give consistent results for all defect energies
(Figure 5). Moreover, defect energies by DFT can vary up to 1
eV depending on density functional and settings (see Section
2.2), and similar variations have been seen among previously
published EAM results and EAM potentials.53,56,57 Specific
defect energies can also be matched by customized charge
distributions using the force field, allowing further interpreta-
tions. Thereby, odd-looking charge distributions indicate that

corresponding energies may not be justified or have another
cause (see examples in Table S2).
Very consistent results are obtained for vacancies in AlNi

(Figures 5a,b and 6a,b). The missing Ni charge of −0.39e in the

Ni vacancy is evenly distributed over the 8 Al neighbors that
then have a charge of −0.341e (Figure 6a). Analogously, the
missing charge of +0.39e in the Al vacancy is evenly distributed
over the 8 Ni neighbors that then have a charge of +0.341e
(Figure 6b). The charge distribution after energy minimization
with IFF is qualitatively consistent with charge difference maps
from DFT calculations for the Ni vacancy and the Al vacancy
(insets in Figure 6a,b), and the defect energies match (Figure
5a,b). The AlNi antisite can be treated the same way as the Ni
vacancy with an added Al atom of zero charge that is
coordinated only by Al neighbors (Figures 5a,b and 6c). The
agreement in defect energies and in charge distribution with
DFT and EAM models is also excellent. The same concept
further appears justified for the NiAl antisite, although then
DFT and EAM results indicate lower energies than MM
(Figures 5a,b and 6d). The differences have no obvious reason.
Possibly, through-space delocalization of the negative charge
across Ni atoms may stabilize the antisite in DFT, which is not
captured by the localized charge distribution in the classical
model. The nearest neighbor shell of atoms of the NiAl antisite
consists of Ni atoms only, which reasonably supports a charge

Figure 5. Raw defect energies in AlNi and AlNi3 computed by the
force field, DFT, and EAM methods. (a) Visualization of an Al
vacancy, Ni vacancy, Al antisite, and Ni antisite in an AlNi alloy (B2
phase). (b) Associated raw defect formation energies according to MM
simulation with CHARMM-IFF, DFT calculations, and EAM models
(from ref 53). (c) Visualization of an Al vacancy, Ni vacancy, Al
antisite, and Ni antisite in an AlNi3 alloy (L12 or γ phase). (d)
Associated raw defect formation energies according to MM simulation,
DFT calculations, and EAM models (from ref 57). The uncertainty
with all models is about ±0.5 eV. The agreement among methods is
very good, and associated charge distributions are described in the text.

Figure 6. Geometry and charge distribution of defects in AlNi
according to atomistic simulations and DFT (insets). (a) Ni vacancy,
showing a positive charge from surrounding Al. (b) Al vacancy,
showing a negative charge from surrounding Ni. (c) Al antisite,
showing a negative charge from the original Ni. (d) Ni antisite,
showing a positive charge from the original Al. The difference in local
charge at the defect site is mainly accommodated by the first shell of
neighbor atoms, consistent with chemical theory and DFT. Evidence
for involvement of the second shell of neighbor atoms is weak, and
contributions are small (<10% change in atomic charge). Insets show
the charge difference map from DFT calculations (alloy minus defect).
The isosurface levels for best visualization were chosen as 0.0006,
0.00155, 0.00239, and 0.00239e/bohr3 in (a−d).
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of the incoming Ni atom of ±0.0e (Figure 6d). The NiAl antisite
energy in AlNi could be lowered to coincide with DFT and
EAM data by increasing the Coulomb attraction in MM (Table
S2), for example, the Al atoms in the second neighbor shell
could increase their positive charge from +0.39e to +0.47e, and
Ni in the first neighbor shell could increase its negative charge
from −0.341e to −0.40e. Alternatively, the Ni defect could also
assume a +0.39e positive charge (Ni neighbors retain −0.39e),
resulting in an energy of the NiAl antisite of −0.46 eV. These
choices appear unsupported unless additional electronic effects
play a role, and the second option would also contradict trends
in ionization energy and electron affinity. Different electron
densities from DFT (insets in Figure 6c,d) qualitatively support
the proposed charge distributions in the force field.
Charge distributions in the first neighbor shell also explain

defect structures and energies in AlNi3 (Figure 5c,d). In Ni
vacancies, the negative Ni charge is distributed over the four
nearest positively charged Al atoms, which then have charges of
+0.55e and Ni remains with −0.20e (Figure 7a). The computed

VNi energy of 4.97 eV is in the right range compared to that of
DFT and EAM data, and a better match of 6.03 eV can be
achieved when the Al charge is reduced to +0.51e and the Ni
charge is reduced to −0.18e in the first coordination shell (not
shown in Figures 5d and in 7a). This example shows that minor
changes can have a notable impact. However, it is uncertain that
such a charge reduction more in-line with EAM and DFT
energies would realistically happen as the alloy composition
shifts closer toward AlNi with equal distribution of charges.
Distribution of the positive Al charge in Al vacancies (VAl) over
the 12 nearest negatively charged Ni atoms yields results in full
agreement with DFT and EAM data (Figures 5c,d and 7b).
Data for the AlNi antisite in AlNi3 are also consistent (Figures
5c,d and 7c). The incoming Al atom then enters a coordination

environment with both Al and Ni. The negative charge of
−0.20e from leaving Ni plus +0.6e from incoming Al is
distributed as −0.8e over the neighbors, about 1/2 on positively
charged Al and 1/2 on Ni, leading to +0.4e on the central Al
atom (which has 8 Ni neighbors), +0.55e on the four nearest
neighbor Al atoms (which have 11 Ni neighbors), and charges
of −0.25e on surrounding Ni atoms (which have 5 Al
neighbors). This defect energy is also sensitive to the charge
distribution (Figure 7c). Finally, the NiAl antisite exhibits a
higher energy with IFF compared to DFT and EAM models
(Figure 5c,d), whereas the charge distribution appears justified
(Figure 7d). The neighbor shell consists of Ni atoms only,
which supports a charge of the incoming Ni atom of ±0.0e
(Figure 7d). The positive charge of the leaving Al atom (+0.6e)
is evenly spread onto the neighbor shell of 12 Ni atoms
(−0.15e). To lower the defect energy for a match with DFT
values, the Al atoms in the second neighbor shell (not shown)
could slightly increase their positive charge and Ni atoms in the
first neighbor shell could slightly increase the negative charge.
Alternatively, the energy of the NiAl antisite in AlNi3 would also
be reduced to +0.45 eV if the central Ni assumes +0.40e charge
(and −0.185e on Ni neighbors). The lower energy of the NiAl
antisite using DFT could also be a result of through-space
charge delocalization among Ni atoms (Figure 7d) that is not
captured by the force field.
The results demonstrate that the inclusion of atomic charges

in atomistic models of alloys is essential as otherwise the
computed defect energies would disagree with EAM and DFT
results. The charge created at a defect site distributes over
atoms in the first neighbor shell, consistent with maximum
energy gains of the neighbor atoms according to ionization
potentials and electron affinities. The defect energies are
sensitive to fractions of elementary charges, such as
approximately ±10%, or ±0.1e on defect atoms and ±0.01e
in coordination shells. Computed defect energies are lower
when internal polarity is added by increased opposite charges,
or when the charge distribution is spatially further spread out
across second shells of neighbor atoms. Computed defect
energies are higher when internal polarity is lowered by
decreased opposite charges or by a spatially more concentrated
charge distribution. Details of charge distributions including
second neighbor shells and their effect on energies are given as
an example for AlNi in Table S2. It is also noted that
calculations with CHARMM-IFF are approximately 10 million
times faster than that with DFT and have comparable reliability.
It is feasible to test many atomic distributions and analyze
systems up to millions of atoms with realistic step edges,
crevices, terraces, grain boundaries, and other structural
features. These length scales and surface features play an
important role for alloy interfacial properties and reactivity,4

and the models introduced here enable new insights
conceptually and computationally.

3.5. Computational Implementation. A simple computa-
tional implementation is feasible using charge increments
among nearest neighbor atoms. The atomic charges in both
AlNi and AlNi3 phases and in all defects can be described with
charge increments of ±0.05e as a single parameter, which
reproduces the experimental alloy formation energies for both
alloys. Accordingly, every Al atom increases its positive charge
by +0.05e for every Ni atom in the nearest coordination shell
and by ±0.00e for every Al neighbor atom. Equally, every Ni
atom increases its negative charge by −0.05e for every Al atom
in the nearest coordination shell and by ±0.00e for every Ni

Figure 7. Geometry and charge distribution of defects in AlNi3 in
atomistic simulations: (a) Ni vacancy, (b) Al vacancy, (c) Al antisite,
and (d) Ni antisite. The difference in local charge at the defect site is
primarily accommodated by the first shell of neighbor atoms, and
changes in the second shell of neighbor atoms are small (<10% change
in atomic charge).
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neighbor atom. This simple protocol reproduces all reported
charge distributions (Figures 6 and 7). For example, eight
nearest neighbor atoms in AlNi lead to an Al charge of +0.40e
with a minor acceptable deviation of 0.01e (see Figure 6b in the
presence of a central Al atom). Twelve nearest neighbor atoms
in AlNi3 lead to Al and Ni charges of +0.6e/−0.2e (see Figure
7b in the presence of a central Al atom). The charges for all
defect sites are also correctly obtained (Figures 6 and 7). The
application of such pairwise charge increments to compute
atomic charges also preserves overall charge neutrality.
Charge increments are especially helpful to adjust atomic

charges in an alloy on the fly during simulations, for example,
during defect migration, diffusion, internal nucleation and
growth processes, and whenever atomic rearrangements occur.
Charges on the individual atoms can be reassigned at any time
using charge increments and a distance cutoff for the first shell
of neighbor atoms, which is typically well separated from the
second coordination shell by about 1 Å. The implementation in
simulation codes such as LAMMPS49 is user-friendly. The only
necessary input for a given binary alloy is the accurate
determination of the atomic charges by reproducing the
experimental alloy formation energy in the simulation for at
least one composition (Figure 4), and deriving the applicable
charge increment(s).

4. CONCLUSIONS
Major differences in the enthalpy of alloy formation across the
periodic table are shown to be associated with polar bonding
and charge transfer between the constituting metals. Alloys can
be significantly polar, with internal and surface dipoles
comparable to organic compounds and minerals. The degree
of polarity depends on the coordination geometry and
electronegativity difference of the constituent metals and can
be quantified by the extended Born model. Atomic charges
suitable for classical simulations, and consistent with the
definition for other organic and inorganic compounds,8,19 can
be identified from simulations of the alloy using pair potentials
for the neat metals so that the computed alloy formation energy
matches the available experimental data (and taking into
account the contributions by the partial ionization energy as
necessary). The atomic charges can be converted into pairwise
charge increments and applied to compute the internal charge
distribution for different alloy stoichiometries, atomic arrange-
ments, and defects.
These concepts and methods are illustrated for the examples

of AlNi and AlNi3. The computed geometry and energies of
defects using the polar alloy models are in very good agreement
with DFT and EAM simulations, and the agreement
necessitates the inclusion of atomic charges. The charge
distribution at vacancies and antisites can be described by
partitioning of the excess charge onto the first shell of neighbor
atoms according to their charge state and electronegativity,
maintaining overall electroneutrality. The force-field-based
defect energies are sensitive to small changes in charge
distribution on the nearest neighbor shell (about ±10%), and
similar differences under 1 eV can be observed in DFT
calculations upon changes in density functional or energy
cutoff, as well as using different EAM potentials.
The use of atomic charges in alloys, consistent with alloy

formation energies, opens up new avenues in atomistic
simulations of bulk metallic materials and disordered interfaces
up to billions of atoms to deliver insights into the internal
structure, interfacial assembly, and surface reactivity. The

proposed models have much faster speed than density
functional methods and are of comparable accuracy. Extensions
for chemical reactions42,68,85,86 and electrode potentials46 can
be applied as shown for pure metals previously.
Potential applications include insights into crystal growth,

interfacial assembly, and reaction mechanisms in catalysis and
corrosion. Local differences in charge distribution have major
impacts on the internal structure and defects, and a significant
influence can be expected for interfacial interactions with
organic compounds, coatings, biomacromolecules, solvents,
oxides, hydroxides, and gases.21 In particular, polarized bonding
is likely to play a role in the activity of alloy catalysts and
electrocatalysts. The polar alloy models can be used in
combination with quantum mechanical methods and exper-
imental data to gain more accurate insights into reactions in the
vicinity of alloy surfaces,31 including binding modes and
changes in the electronic structure, charge transfer and
formation of oxides, and monitoring defective and disordered
interfaces up to the micrometer scale.87,88 Looking forward, the
methods reported here could also be directly coupled with
atomic electron tomography,89 which can experimentally
determine the three-dimensional coordinates of atoms in
materials including point defects and chemical disorder with
high precision90 to understand the structure−property relation-
ships of materials at the single-atom level.
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